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Introduction
The tragic events of September 11, 2001, have had a profound impact on
activities in all of lower Manhattan, and the New York City metropolitan
region—profound, of course, because of the huge loss of life and the
continuing sense of trauma of the survivors. These events have also provided
a major challenge to transportation and city planners because there are few
guidelines in the technical literature on how to manage after such an event
occurs. 

The scale of the event was enormous: 13.4 million square feet of office
space were lost in the World Trade Center, while 12.1 million square feet
were rendered temporarily unusable in the adjacent properties (Holusha, 2002,
p. 1). Over 100,000 jobs were displaced. Tens of thousands of additional jobs
have been lost or interrupted because they serve the World Trade Center and
its neighborhoods. Additional acts and threats of terror, such as the anthrax
attacks, have made New Yorkers cautious about where and how they travel to
participate in activities. 
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The changing perception of the safety of transportation modes is, in
particular, affecting the way in which the traveling public makes choices
concerning mode of transportation, place of work, and location of residence.
On September 10, most travel analysts would have said that reliability, travel
time, and cost were the primary determinants of mode choice. On September
12, personal security became, and still remains for many New Yorkers, a key
concern. As a result of the September 11th disaster, businesses and
individuals are making choices that will impact whether or not (1) they
remain in their jobs in a new location, outside the impacted site; (2) they
change jobs; (3) they change travel mode or its route; (4) they move from the
New York region; among many other possibilities. While all of these choices
are extremely complex, closely inter-related, and changing over time, two
dimensions of choice stand out. The first is the individual’s overall response
to the tragedy, and his or her personal relationship to it. The second is the
individual’s sense of security as it applies to each mode available for a given
trip. Travel choices will vary according to the individual and his or her
personal response to the tragedy. Much can be learned by studying and
evaluating these impacts over time. 

The September 11th disaster has also affected the real estate and
commerce systems in rather subtle and indirect ways. Before September 11th,
the business location process was determined by variables such as
transportation accessibility to markets, economies of agglomeration, and
accessibility. Mathematical formulations based on such assumptions have
successfully been employed to model the business location process. Figure 1
and Equation 1 show a model estimated by the research team for northern
New Jersey as a function of the economic attractiveness of the markets of
New York City and Philadelphia (Holguín-Veras et al., 2002). The
mathematical formulation used assumes that the probability that a business
chooses a given location  i, is a function of the proximity to the economic
poles (i.e., New York City and Philadelphia), and the corresponding market
sizes. As shown in Equation 1, simple assumptions of economic rationality
lead to a powerful explanatory model (t-statistics in parentheses). 

(1)

      (19.373)   (-22.100)     (6.984)    (-4.255)    F=361.46    R2=0.98

Where: 

   =  Market size at economic pole k, and P(i) = Probability of

choosing location i, CNY,i and CPA,i are the distances to location i, from

New York and Philadelphia, respectively. 
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Figure 1. Actual and estimated values of business location model.

The traditional assumptions of economic rationality have been altered in
the wake of September 11th. This in turn has produced some surprising
phenomena. The World Trade Center events, far from leading to a tighter real
estate market (to be expected after the sudden disappearance of 25% of
downtown’s office space), released a flood of sublet space (New York Times,
2002), which seems to be a reflection of the changes in business patterns and
a weakening economy. Ultimately these changing business patterns are
having a significant impact upon the processes of work-residential choice, as
well as transportation mode and route choice. It is still too early to determine
if these changes are transient or permanent. Those who survived the attacks
and those who were forced to relocate because of changes in business patterns
had to develop new commuting patterns. 

The impacts of September 11th on travel behavior extend far beyond the
New York City metropolitan area. As it was widely reported in the media, air
transportation throughout the nation experienced a dramatic drop, while train
alternatives such as the ones provided by Amtrak and the regional commuter
lines had to deal with a significant upsurge in demand. Interestingly enough,
the information provided to the authors by the technical staff of Greyhound
and other regional bus operators indicated an across-the-board drop in
demand, which they attributed to the fact that their customer base is formed
primarily by low-income individuals who were directly affected by the
weakening of the economy in the post-September 11th period.
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The research reported here was conducted by faculty members of the
Rensselaer Polytechnic Institute and the City College of New York as part of
a project funded by the National Science Foundation to assess the changes on
passenger travel behavior produced by the terrorist attacks of September 11,
2001. This paper specifically focuses on describing the behavioral changes in
intercity travel. A separate component of this project––dealing with the
impacts upon urban travel––could not be reported here because of the delays
experienced in the corresponding data collection process. This delay was, in
part, due to the inherent and understandable difficulties of coordinating work
with transportation agencies directly affected by the events of September 11th
and/or involved in the rescue and recovery operations in its aftermath. The
regional planning organization, the New York Metropolitan Transportation
Council, a research partner to this project and the lead agency in
transportation data collection in the New York City metropolitan area, had its
headquarters destroyed in the collapse of 1 World Trade Center, and is still in
the process of reassembling the data sets lost in the attack.

Research Approach
This section provides a summary of the research approach implemented by
the project team. This description, for the most part, focuses on the conceptual
aspects of the work done, minimally describing the methodological
formulations of the models used. This decision was taken in order to ensure
that this paper is able to reach as wide an audience as possible. 

The unique nature of this research project necessitated the implementation
of a research approach able to capture the most significant changes in
passenger travel behavior that have taken place as a consequence of the
disaster of September 11th. To this effect, the research team decided to use
behavioral models based on Random Utility Theory (RUT) to assess such
behavioral changes. In this context, the random utility models provided the
methodological framework for the assessment of behavioral changes, while
the transportation surveys conducted provide the data to be used in the
analyses and model estimation processes. 

RUT is a behavioral/economic theory that postulates that decision makers
choose the alternative that maximizes the utility derived from their choices.
The distinguishing feature in RUT is the assumption that the utility function is
composed of a systematic component, which depends upon the socio-
economic characteristics of the decision maker and the alternatives’ attributes,
and a set of random terms that consider the fact that the analyst does not have
full information about all relevant variables and decision processes. The latter
translates into unobserved effects and measurement errors that are
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operationalized as observational randomness in RUT. The consideration of a
random error term enables the formulation of random utility models based on
probability principles. The origins of RUT can be traced to Thurstone (1927),
though it was McFadden (1974, 1978) who provided the foundations for RUT
and made it an operational theory that has become the standard tool for
disaggregate modeling of transportation phenomena. The following section
provides a brief overview of RUT. For the most part, the review follows Ben-
Akiva and Lerman (2000), unless otherwise indicated.

RUT differs from the traditional (deterministic) utility theory in that the
utility is assumed to have two components: (a) the systematic component,
which is the one explained by the variables included in the model; and (b) the
random component, which represents the unobservable factors and
measurement errors that, as a rule, are not known to the analyst. The
consideration of the random component enables the formulation of random
utility models using probability concepts. In this context, the utility of
alternative i for individual n,  Uin , comprises the systematic (explained)
component, Vin and a random term  , as follows:

(1)

As a result of the consideration of the random component, the choice
process is formulated in terms of the probability that a given alternative is
chosen, which is defined as the probability that its utility is higher than the
maximum utility of the other alternatives. In mathematical terms:

(2)

Different assumptions about the error terms lead to different discrete choice
models. The model specification process, in short, consists of the specification
of the systematic component of the utility function and the specification
(assumption) of the distribution of error terms most appropriate to the
problem at hand. The systematic component is, for the most part, assumed to
be a linear-in-parameters combination (Xin) of socio-economic characteristics
of the decision maker (Sn), the attributes of the alternative i as perceived by
individual n (Zin), and a vector of parameters .   Mathematically:

(3)



Impacts of Extreme Events on Intercity Travel Behavior378

In general terms, the parameters of alternative models are estimated using
maximum likelihood principles. In a typical application, the parameters and
the model are tested for statistical significance. Depending upon the model
structure, other tests such as the test for violations of the Independence of
Irrelevant Alternatives may need to be conducted. In addition to the
assessment of the statistical significance, the modeler is also required to
analyze the conceptual validity of the model and its parameters. 

Random utility models require, for calibration and forecasting purposes,
disaggregate data that could represent (a) revealed preference data, i.e., actual
choices; and (b) stated preference data, which is the data obtained by eliciting
responses from the decision makers about choices and rankings in
hypothetical choice situations. Using either revealed preference or stated
preference data has advantages and disadvantages, though an increasing body
of evidence indicates that discrete choice models estimated with stated
preference data could be highly accurate, provided they are designed and
conducted properly (Hensher, 1994). For that reason, the research team
decided to rely on stated preference data to assess the changes in intercity
travel behavior produced by the terrorist attacks of September 11th.

The Choice Experiment and the Survey Instrument
In order to provide a decision context for the respondents, the project team
selected a choice situation that involved a compulsory trip, supposedly a
business trip to another city. A business trip was selected because its
compulsory nature eliminates one choice dimension, i.e., the decision to travel
or not. This, in turn, presents a fairly clear choice situation that minimizes
misunderstandings on the part of the respondents. Another benefit of using a
compulsory trip in the choice situation is that the behavioral changes
identified could be interpreted as lower bounds of the impacts, because non-
compulsory trips (because of their inherent elasticity) are likely to be more
impacted than compulsory trips.

Another relevant decision concerning the choice situation involved the
trip distance. Since for long trip distances, air transportation may be the only
practical alternative, focusing on long distances would have made it more
difficult to assess behavioral changes in intercity travel because the dimension
of mode choice would not have been present (which is the anticipated
consequence of the decision makers’ feeling “captive” of air transportation).
For that reason, the project team decided to focus on the lower range of trip
distances, for which the decision makers have different alternatives that
effectively compete with each other. In this context, the behavioral changes
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would reveal themselves as components of the tradeoffs among alternatives
captured by the systematic component of the utility functions. 

The respondents were randomly assigned to three different trips: (a) New
York–Washington, D.C., (b) New York–Boston, and (c) Boston–Washington,
D.C. The percentages of respondents for each trip type were 43.47%, 28.80%,
and 27.71% respectively. As shown in Table 1, the breakdown according to
trip type correlates fairly well with the breakdown from the American Travel
Survey (Bureau of Transportation Statistics, 1997). A similar situation
happens with the mode split data. As shown in Table 2, the mode split in the
sample seems to be in the appropriate order of magnitude (taking into account
that the American Travel Survey includes all trip purposes). However, since
there was no information available about the breakdown for business trips that
could be used to further refine the sample, the project team decided to use the
data as it came from the sample without using any correcting (weighting)
factors. This decision was taken because, without the backing of solid
statistics, using weighting factors would have introduced an unquantifiable
amount of uncertainty in the estimation that did not seem justified in light of
the results shown in Tables 1 and 2.

Table 1. Breakdown of number of trips (1000 trips/year) for selected trip
interchanges (Bureau of Transportation Statistics, 1997).

Table 2. Mode split in sample and the American Travel Survey (Bureau of
Transportation Statistics, 1997).
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Approximately half of the respondents were told that their employer was
paying for the trip, while the other half were told that they (the respondents)
were paying for trip expenses. The respondents were provided with nine
different choice scenarios involving four different transportation choices: two
alternatives of rail service (Amtrak’s Metroliner and Acela); one air
transportation alternative; and a car alternative, and were asked to rank order
the alternatives. Although rank order data was available, only the first choices
were used in the analyses. A bus alternative was not included after
consultations with the technical staff at the regional bus companies indicated
that buses do not compete with these modes for business travel. 

The alternatives in the choice set were characterized in terms of cost,
travel time, and inspection/boarding time at the airport. Cost and time were
broken down by segment of the trip (beginning of the journey, main trip, and
end of the journey). Since the objective of the analysis is to assess behavioral
changes, everything else being equal, the attributes of the different
alternatives were––for the most part––assumed to be equal to the ones
corresponding to the alternatives available in the market place. The only
exceptions were the scenarios that included a “high speed” rail alternative (a
variation on the current Acela service), not currently available in the market
place. The attributes (factors) that were varied in the experiment were the
inspection and boarding time at the airport that was assumed to have three
factor levels (25, 60, and 120 minutes); and the departure and arrival times of
the train alternatives and air (three factor levels each). Throughout the
experiment the car alternative remained the constant option, i.e., with
attributes that did not change values. The factor levels were combined in nine
scenarios (treatment combinations). The scenarios were screened to eliminate
those deemed to be not feasible from the technological or policy standpoint.

The questionnaire had five major sections, in addition to the stated
preference section. The first section was intended to ascertain if participants
had ever traveled to the target city, how frequently they travel there, the
primary reason for traveling there, what mode they use and prefer, why they
chose that particular mode, and the perceived level of quality of that mode.
They are also asked to rate the mode of travel chosen on items such as cost,
cleanliness, service, comfort, and safety. The second section contained a
choice scenario in which the respondents were asked to indicate what their
preference of four travel alternatives would have been before September 11th.
This choice scenario was exactly the same as the base case in the stated
preference section. The third section of the questionnaire included questions
about the impacts of September 11th on the respondents: how much
September 11th changed their travel choices on a 7-point scale (1=not at all;
7=significantly). In addition, participants indicated whether September 11th
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affected them in six different ways by checking the statements that apply to
them: “I am more conscious of security,” “I avoid traveling by plane,” “I am
more aware of people traveling with me,” “I am more selective in choosing
my travel mode,” “I plan to change type of work,” and “As much as I can, I
avoid traveling altogether.” The fourth section was aimed at gathering the
socio-economic characteristics of the respondents to describe sample
characteristics. Single items assessed age, gender, marital status, number of
people in household, number of children in household, education, and income.
The fifth section consisted of a set of four questions aimed at assessing
perceived stress level. A four-item version of the Perceived Stress Scale
(PSS4; Cohen and Williamson, 1988) was used to assess the degree to which
respondents appraise their life as stressful. Respondents indicated how
frequently they felt unable to control the important things in life, felt
confident about handling personal problems, felt things were going right, and
felt unable to overcome difficulties. Each of these items was rated on a 5-
point scale ranging from 1 (never) to 5 (very often) with two reverse-scored
items. A total stress score (PSS4) for each subject was calculated by summing
item responses. The sixth section contained the stated preference scenarios
described above. 

The questionnaire was administered to an initial set of volunteers,
graduate and undergraduate students at the City College of New York. The
graduate students were asked to administer the questionnaire to three other
individuals selected by them in order to maximize the variability in the socio-
economic characteristics of the sample. The undergraduate students were only
asked to respond to their questionnaires. Each volunteer filled out a consent
form and one of four versions of the survey. The confidentiality of the
responses was guaranteed, in accordance to National Science Foundation’s
human subject research guidelines. A total of 192 volunteers participated in
the study. The questionnaires were administered between March 14, 2002,
and April 4, 2002, about six months after the September 11th disaster.

It is important to highlight that the data collection and the experimental
design process faced significant limitations due to the unique circumstances in
which the data was collected. This translated into a rather unorthodox
experimental design and data collection process. Faced with the decision
either to wait for more resources to become available, or to spend resources
and time in fine tuning the experimental design, the authors made a pragmatic
decision regarding the scenarios to be included in the experiment and the
main focus of the investigation, in order to avoid more delays in the data
collection process that would have further dissipated transient behavioral
effects. These decisions have proven to have advantages and disadvantages
that are discussed throughout the paper.
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Description of the Sample
The study sample comprised 192 participants, with 184 providing descriptive
information (see Table 3). The majority were male, aged 20 to 25, and single
with no children. The median income level reported was between $35,000 and
$49,999, with two people in the household. Due to using a convenience
sample, the majority of participants were college educated.

The sample differs from the general population of the five boroughs of
New York City in a number of ways. Census data from 1990 on
sociodemographic variables are included in Table 3. The sample is
disproportionately male and single compared to the general population, which
is 53% female, 41% married. In addition, the sample is younger, more
educated, and wealthier than the general population. While household size
seems to be similar to the general population, the majority of participants in
this study have no children (60%), whereas only 46% in the population is
without children.

Figure 2 shows the geographic distribution of the zip code of residence of
the respondents (with triangles). As shown, the bulk of the respondents are
residents of New York City, while there is a smaller, though significant,
number of respondents that live in northern New Jersey and the rest of the
New York City metropolitan area. 

Results
This section is divided into two parts. The first section highlights the
descriptive analyses and the second section describes the behavioral models.
It is important to highlight that many of the results discussed in this section,
specifically those pertaining to behavioral responses after September 11th, are
highly dynamic in nature and, as a result, are likely to change with time as the
respondents regain comfort in the routine nature of daily life. In this context,
the results shown here are to be interpreted as a snapshot taken six months
after September 11th. A second wave of panel data collected approximately a
year after September 11th (not available at the moment of producing this
document) is likely to provide more information about the dynamic transient
behavioral effects. 

The reader is asked to note that standard statistical abbreviations will be
used. For example, SD is the standard deviation,    refers to Cronbach’s
alpha, a measure of the internal consistency of a scale (the higher the number,
the better the scale’s reliability),     is the chi-square statistic for differences
in nonparametric data, and r is the Pearson’s coefficient of correlation.
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Table 3. Sample and population descriptives.

Notes:
* Percentage columns may not add up to 100% due to rounding errors.
** 1990 Census data for the five boroughs of New York City.
*** Individuals reporting a divorce or separation are collapsed in this number.

Descriptive Analyses
A majority of the participants indicated that they have actually traveled from
New York City to Washington, D.C. (70%) and from New York City to
Boston (72%); however only 26% of those surveyed had ever made the
Boston-to-Washington, D.C. trip. This makes sense given that the sample
consisted of those whose primary residence was New York City and thus one
would expect their trips to originate from there.

Of those who had traveled to the target cities in the past, approximately
55% made that trip over 12 months ago, 19% 6–12 months ago, 21% 1–6
months ago, and 5% made the trip less than a month ago. In addition, 83%
said they visit the target city twice a year, 10% visit 3–5 times per year, 3%
visit 6–8 times a year, and 2 participants reported that they visit the target city
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Figure 2. Geographic distribution of respondents.

more than 8 times per year (2 respondents did not answer this question).
When asked to indicate the primary purpose of the trip, reasons were social 
(63%), work (15%), education (5%), and “other” (17%). Most traveled to the
target city by car (63%), followed by air and train (14% each), and 8% said
“other” (one person failed to answer this question). Participants were then
asked to indicate all of the reasons that they chose the mode used on that last
trip by checking off a list. Collapsing across modes, 21% marked reliability,
68% marked convenience, 53% cost, 17% safety, 12% security, 38% comfort,
and 9% marked easy. On that last trip, the majority paid for the trip
themselves (66%), which may explain why cost was important in mode
selection. Of those who did not pay for the trip themselves, 12% had
employers pay, 8% had family pay, and 9% had “other” pay for the trip. 

Participants were also asked to rate the mode they selected on their last
trip to the target city on various features including cost, cleanliness, service
quality, reliability, security, comfort, and safety. Collapsing across modes, the
mean for each feature ranged from 5.21 to 5.60 (SDs ranged from 1.3 to 1.4). 
A multivariate analysis of variance was conducted to assess if the mean
ratings of each feature differed by mode (car, air, train, other), by trip (New
York City to Washington, D.C., New York City to Boston, Boston to
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Washington, D.C.), or by an interaction (mode x trip). The model indicated
that there was a significant difference in ratings by mode (Wilks’ lambda =
0.583, F = 1.98, p < .01). There was no significant effect for trip or the
interaction term. Post hoc comparisons using the Bonferroni test (a method
for adjusting for the increase in Type I error associated with running multiple
unplanned comparisons) revealed which mode feature ratings were
significantly different (Table 4 lists the means by mode). 

Table 4.  Mean values of quality ratings by mode.

Note: 1 = very bad, 4 = fair, and 7 = very good

For cost, cars were rated higher than air or train, but not different from
“other.” The only significant difference for cleanliness and service was
between car and “other.” Reliability was rated equally across modes. Air,
train, and cars were rated equally for comfort; “other” was rated significantly
lower. The only difference for safety was between car and “other,” with cars
rated higher. For security, cars were rated as more secure than train and
“other;” air, train, and “other” were not significantly different. 

Participants were then asked how much September 11th changed their
choice of whether or not to travel. Scores ranged from 1 to 7, with an average
change score of 3.39 (SD=2.0), which corresponds to “moderately.” Analysis
of variance tests revealed no significant differences on this change variable
for gender, age, education, income, marital status, or number of children.
However, there was a significant difference in change for household size (F =
2.11, df = 157, p < .05). Post-hoc comparisons revealed that those with two
and four people in the household reported greater change than those in one-
person households. No other comparisons were significant.

Participants were also asked to check off on a list how September 11th
specifically affected their behavior: 74% indicated that they are now more
conscious of security, 46% are more aware of other travelers, 33% are more
selective in choosing their mode of travel, 22% avoid traveling by plane, 11%
indicated that they now avoid traveling altogether, and 3% planned to change
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their jobs as a result of September 11th. Participants were asked if they would
be willing to pay more to travel if those funds were used to increase security.
Few participants said that they would be willing to pay more; the majority
responded that they would not pay more (60%), while 23% were unsure. 

Participants were then asked to indicate how often they felt overwhelmed
and not in control per the perceived stress scale described above. Total stress
(PSS4) scores could range from 4 to 20; the minimum and maximum total
stress scores in this sample were 4 and 14, respectively. The mean was 9.56,
with a standard deviation of 2.1. This corresponds to an item mean of 2.39
(SD = .5), or “almost never” having felt the way the item
described. The reliability of the stress measure in this sample was acceptable 
(    = .60). These findings are highly similar to the published psychometrics
for this scale. In a national area probability sample, the PSS4 had adequate
reliability (   = .60), with a mean score (based on a 0–4 scale) of 4.49 (SD =
2.96) (Cohen and Williamson, 1988). This corresponds to “almost  never” on
the item response scale. Converting the current sample to a 0–4 scale yields a
mean of 5.56 and a SD of 2.09. The item mean would then be 1.39,
corresponding to “almost never” perceiving stress.

There were no significant differences in reported stress scores for any of
the demographic variables (gender, marital status, education, income, number
of people in household, number of children, age). These findings are different
from the national sample on which the psychometrics for the scale were
derived. In that sample, females reported greater perceived stress than males
(Cohen and Williamson, 1988). Those who were divorced had greater
perceived stress than those who were single, who had greater perceived stress
than those who were married. In addition, stress scores decreased with age,
income, and education; PSS4 scores increased with number of people in the
household and number of children. The differences found in our sample may
reflect the specific characteristics of the sample as described above.

Correlation analyses revealed a small but significant association between
perceived stress and the degree to which respondents reported how much
September 11th changed their choice of whether or not to travel (r = .19,
p<.02). However, perceived stress scores were not significantly different for
those who indicated having been impacted by September 11th in some
particular fashion (i.e., becoming more conscious of security, more aware of
others traveling, more selective in choosing travel mode, by planning to
change their work, or by avoiding traveling by plane, or avoiding traveling
altogether) than for those who did not report September 11th affecting them in
any of these ways. 
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Figure 3 shows the geographic distribution of the perceived stress, while
Figure 4 depicts the geographic distribution of the variable Change, which
represents in a scale of 1 to 7 (1=not at all, 7=significantly) how much the
September 11th events changed the respondents’ travel choices. In both cases,
the variables seem to be uniformly distributed across the geography of New
York City. In the case of the variable Change, this seems to indicate that the
September 11th events had similar impacts on the respondents, regardless of
their proximity to the World Trade Center.

Figure 3. Geographic distribution of perceived stress.

Behavioral Analyses
This section describes the main results of the behavioral modeling conducted
as part of this investigation. A number of different families of models were
estimated. These families of models differ in the variables that were included
in the models and in the specific type of discrete choice model used in the
estimation. Two different types of discrete choice models were used: Nested
Logit (NL) and Covariance-Heterogeneity Nested Logit (CHNL). The NL
model is widely used in situations in which the analyst suspects a violation of
the independent of irrelevant alternatives (IIA) property of the MNL model.
This case arises when a subset of the alternatives is expected to share
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Figure 4. Geographic distribution of Change after September 11th.

unobserved attributes and/or measurement errors that cause the error terms to
be correlated. Since the presence of the two rail alternatives (Metroliner and
Acela) may introduce a violation of the IIA property for the reasons
mentioned above, the NL model was selected for use in this investigation. The
choice tree considered is shown in Figure 5.

Figure 5. Choice tree.



Holguín-Veras, Paaswell, and Yali 389

∑∑
∈∈

==

mm Cj
jnm

inm

Cj
jnm

inm
n X

X
V

V
miP

)'exp(
)'exp(

)exp(
)exp(

)/(
βµ

βµ
µ

µ

∑∑∑
===

+

+
=

+

+
== '

1'
''

'

1'
''

'

1'
)'exp(

)'exp(

)'exp(

)'exp(
)(

'
M

m
nmnm

mnmn
M

m
nmnm

m

mnmn
m

M

m

V

V

n

XI

XI

XI

XI

e

emP
nm

mn

αγ

αγ

α
µ
µ

α
µ
µ

µ

µ

Another issue that must be dealt with is the correlation introduced by the
stated preference data. The different scenarios of stated preference are
introduced in the model estimation process as different observations that share
the values of the same socio-economic characteristics. The fact that the
observations for the same individual are not statistically independent
introduces error in the estimation process. This is usually dealt with by using
discrete choice models that allow for specific consideration of population
heterogeneity (e.g., Random Parameters Logit). As a compromise between
ease of implementation and theoretical applicability, the project team decided
to use the covariance-heterogeneity nested logit (CHNL) model available in
LIMDEP (Greene, 1998), which is based on the model developed by Bhat
(1997). The CHNL considers the case in which the parameters of the inclusive
values exhibit a systematic relationship with some socio-economic
characteristics of the decision makers. Since the coefficients of the inclusive
values—related to the ratio of the scale parameters for the lower and upper
levels—determine the sensitivity of choice between the alternatives in the
nested branch and the others in the tree, the CHNL model enables the explicit
consideration of the role that variables, such as income, may play in
determining the cross elasticities of choice. Higher values of the coefficients
of the inclusive value terms imply higher cross elasticities of choice. In this
context, a direct relationship between the explanatory variable in the
covariance heterogeneity term would lead to increased cross elasticities. A
side benefit of using the CHNL model is that, since covariance heterogeneity
is a particular form of population heterogeneity, using the CHNL model helps
mitigate the repeated measurement problem introduced by the stated
preference data. 

In mathematical terms, the basic equations for the conditional and the
marginal probabilities in the NL are (after Ben-Akiva and Lerman, 2000;
Bhat, 1997; and Greene, 1998):

(4)

(5)
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Where:   and     are the scale parameters for the upper (marginal) and
lower (conditional) models;   ,     are vectors of parameters; and  X  is the
vector of attributes included in the utility functions.

In the CHNL model (Bhat, 1997; Greene, 1998), the parameter  , which
is the coefficient of the inclusive value Imn, is allowed to vary across
individuals as a function of a vector of parameters     and a set of variables
Ymn  as shown in Equation 6.

(6)

Where:        is the coefficient of the inclusive value  Imn ;     is a

vector of parameters; and Y represents the vectors of variables explaining the

covariance-heterogeneity. 
Both NL and CHNL were applied to two basic cases. The first case

considered utility functions in which the inspection/boarding time and the rest
of the total travel time were treated as separate variables. Among other things,
this specification allows the analyst to specifically assess the role of
inspection/boarding time at the airport as a factor in mode choice. The second
case considered utility functions in which only the total travel time was
considered. The families of models considered are represented schematically
in Table 5.

Table 5. Families of models considered.

The best models from each of the families described above are discussed
next. The model results are shown in a table containing the variables,
coefficients, and t-statistics in the traditional format of discrete choice
modeling. The models were estimated using the set of variables collected in
the sample. The main emphasis of the modeling work was on the attitudinal
variables related to September 11th impacts.
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Variables Considered in the Models
The models considered alternative specific constants, usually for the air

and car alternatives. Travel costs were considered by means of two variables:
“Company costs” and “User costs” (in US dollars) that represent the actual
charges incurred either by the traveler or the company (depending on who pay
for the trip expenses). The role of travel time was considered using three
different variables: “Inspection/boarding time,” “Main travel time,” and
“Total travel time,” all of them in minutes. Inspection/boarding time refers to
the time spent at the airport checking in and going through the security check
points. Main travel time is the time spent in door-to-door travel excluding
inspection/boarding time, i.e., total travel time minus inspection and boarding.
Total travel time is the door-to-door travel time. “Time (1 and 2) before
meeting” are two variables comprising a piece-wise linear approximation to
non-linear effects in the utility functions, as shown in Figure 6. Time 1 before
meeting represents the time up to the cutoff value of 30 minutes, while Time 2
before meeting represents the time in excess of 30 minutes. A similar
approach was used with the variable Age, which was decomposed into three
pieces: Age 1 (less than 25 years old), Age 2 (number of years in excess of 25,
up to 50 years), and Age 3 (number of years in excess of 50). These piece-
wise approximations were intended to capture effects such as the one
illustrated in Figure 6, in which time available in excess of the first 30
minutes has a negative utility (for more information, see Ben-Akiva and
Lerman, 2000). 

Figure 6. Piece-wise linear approximation to non-linear 
effects of time available before meeting.
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The models included variables that measured both the stress level (Stress)
and the stated impact produced by September 11th (Change). The variable
Change, that captured their responses to the question of how much September
11th impacted them (1= not at all; 7=significantly), was used in interaction
terms with travel time. It was assumed that the variables Stress and Change
could be treated as if they were ratio scales (when in fact they are ordinal
scales). This simplifying assumption was taken in order to expedite the model
estimation process. Other socioeconomic variables that were found to be
significant were income, education level (represented by a set of binary
variables), and marital status (a set of binary variables).

It is also important to acknowledge the likely existence of endogeneity
bias in some of the models discussed here. This would arise if the variable
Change shares common unobserved attributes with the mode choice.
Correcting for endogeneity bias, either by using instrumental variables (as in
Holguín-Veras, 2002) or by explicitly modeling the econometric interactions
between the error terms (as suggested in Train, 1986) could not be undertaken
here because of the project constraints. This remains the subject of future
research. 

Models obtained using Inspection/boarding time and Main
travel time as two separate variables—Tables 6 and 7 show both the
NL and the CHNL versions of the models estimated treating inspection/
boarding time and main travel time as two separate variables. The results
outlined in Table 6 illustrate a number of key results that are found in all
models. The alternative specific constants for air and car are statistically
significant and positive, which indicates bias toward the use of these modes. 

In the tradition of discrete choice modeling, the role of the different
explanatory variables in the choice process is assessed using the concept of
marginal disutility, which represents the rate of change of disutility with
respect to an explanatory variable, as shown in Equation 7. In general terms,
if a linear in parameters specification is used and there are no interaction
terms, the marginal utilities reduce to the coefficient of the variable. If
interaction variables are used, the marginal utilities will have additional terms
that correspond to the partial derivatives of the interaction variables.

(7)

The marginal disutility of company costs is approximately half the value
of the marginal disutility of user costs (the reader should notice that since the
coefficients are negative, these are disutilities). This indicates that when the
company pays, users behave as having a valuation of travel time, which is
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double the valuation of their time when they are paying for the expenses.
Table 6 also indicates the significance of inspection/boarding time, which has
a marginal disutility higher than the marginal disutility for the main travel
time (except for air).

As shown in Table 6, the main travel time interacts with the variable
Change. For that reason, its marginal disutility must be computed taking into
account this interaction. In mathematical terms:

(8)

(9)

(10)

Where:  tm  is the main travel time (total travel time minus inspection/
boarding) in minutes.

Equations 8, 9, and 10 indicate how onerous (in utility terms) it is to
travel by each of the transportation modes considered. Equations 8, 9, and 10
show that the marginal disutilities have two components (one attributed to the
main travel time and another due to the interaction term between main travel
time and Change). As shown, the marginal disutilities for the train alternatives
are much lower than the ones corresponding to air and car. Furthermore, the
marginal disutility for rail is much less affected by the impacts of September
11th on the users, captured through Change. This can be appreciated by
noting that the coefficients of Change in Equation 8, i.e., 0.000486, is 2.5
times smaller than the coefficient of car (0.001221), and approximately 9
times smaller than the same coefficient in the utility function of air
(0.003222). As shown in Equation 9, the marginal disutilities for air are much
higher than the one corresponding to the other alternatives. Equation 9 also
shows that, on a per-minute basis, the impacts of September 11th have had a
more noticeable effect on the utility function of air than on the others (due to
magnitude of the coefficient of Change, i.e., 0.003222).

This indicates the mechanisms by which air demand was affected by the
September 11th events, and train demand increased. As shown, the
psychological impact of September 11th measured by Change had virtually
no effect in the decision to use train alternatives. The choices of air and car, in
this sample, were significantly impacted by the September 11th events.
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Table 6. Nested Logit (NL) version (Model A).
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The perceived stress was also found to negatively affect the choice of air
alternatives. As shown in the second part of Table 6, the higher the Stress, the
less likely the decision makers to choose air. Other socio-economic variables
also play a role in the choice process, though for the sake of brevity their
effects are not discussed here.

Table 7 shows the CHNL version of the model. As in the NL model
shown before, the alternative specific constants for air and car are positive and
statistically significant. It is also worthwhile to note that the alternative
specific constant for air is smaller than the one estimated from the previous
model, which is more in line with what one would reasonably expect. As
before, the marginal disutilities of company cost (0.0085) are much smaller
than that corresponding to user cost (0.0217), which highlights the
respondents’ differing valuations of time depending on who pays. 

A peculiar feature of Model B is that it does not include the travel time in
the utility functions for train, though interaction terms involving travel times
and socioeconomic characteristics are statistically significant. The interaction
variable (Main travel time)(Change) was not significant and was taken out of
the model. As shown in Equations 11, 12, and 13, Model B is consistent with
Model A in pointing out that traveling by air has higher disutilities on a per-
minute basis than all the other modes, and that it has been impacted more
severely by the post-September 11th events. 

(11)

(12)

(13)

The covariance heterogeneity function considered only included Income
as an explanatory variable. As shown in the second part of Table 6, this
covariate was highly significant and positive. This indicates that individuals
with higher income exhibit higher cross elasticities, which conceptually
makes sense. This result is also consistent with Bhat (1997). 

Models obtained using total travel time—As indicated previously,
the choice situations did not contain the wide range of travel times that would
have allowed proper estimation of parameters such as subjective travel time
values (because in the choice situation, the travel times only changed with the
corridor being considered). In order to mitigate this problem, the research
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Table 7. Covariance Heterogeneity Nested Logit (CHNL)
 version (Model B).
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team decided to estimate two families of models, similar to the ones discussed
above, using total travel time instead of inspection/boarding time and the
main travel time. This section reports the findings of these efforts. 

Table 8 shows the statistics of Model C. As shown, the alternative
specific constants reduced their values significantly to more realistic levels. In
both cases, these constants are positive, indicating that, in equality of
conditions, users would favor these transportation modes. As in the previous
models, the marginal disutilities of user costs are much higher than the ones
corresponding to company costs. 

The marginal disutilities for total travel time vary by mode. The
estimation results indicate that traveling by air has the higher disutility of time
(0.009693) followed by car (0.008083) and train (0.02527). The marginal
disutilities of travel time are increased by the interaction terms between total
travel time and the variable Change. As shown, the marginal disutilities of
(Total travel time)(Change) for the air alternative (0.001105) are
approximately twice the value of that corresponding to car (0.000568), while
this variable plays no role whatsoever in the utility of rail. 

(14)

(15)

(16)

Where:  tT  is the total travel time (door to door) in minutes.
Stress, as in the previous models, was found to have a statistically

significant negative impact on the choice of air. There were other socio-
economic attributes that were also found to play a role in mode choice, among
them level of education and age.

The CHNL version of this model is shown in Table 9. The parameters of
the model are highly consistent with the parameters of the models discussed
in the previous section, in that (1) the marginal disutilities of company costs
(0.00693) are much smaller than the ones corresponding to user costs
(0.022031); (2) the disutilities of travel time for air (0.009781) are higher than
that corresponding to car (0.008294) and train (0.002615); (3) the interaction
variable (Total travel time)(Change) has a more pronounced impact upon the
choice of air (0.001017) than for any other mode; (4) the amount of free time
before the meeting has a positive effect on mode choice as long as it is less
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Table 8. Nested Logit (NL) version (Model C).
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Table 9. Covariance Heterogeneity Nested Logit (CHNL) 
version (Model D).
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than 30 minutes, after this threshold, it has a negative impact; and (5) the
higher the Stress level, the less likely the users are to choose air. The marginal
disutilities for total travel time are shown in Equations 17, 18, and 19.

(17)

(18)

(19)

The modeling results confirmed previously held assumptions about the
factors determining intercity mode choice. Variables such as travel costs,
time, income, gender, and the like were found to be statistically significant
explanatory variables in the mode choice process. These results are in
complete agreement with the intercity mode choice literature (e.g., Forinash
and Kopppelman, 1993; Bhat, 1997). 

As indicated by the model results, the impacts of extreme events on
intercity passenger travel behavior consist of modifications of the utility
functions for the different modes that translate into a departure from what is
normally expected. The authors’ conjecture is that these impacts are dynamic
in nature and, for that reason, some of them are likely to evolve over time.
This suggests that further research is needed to distinguish among the
transient and permanent behavioral changes produced by September 11th on
intercity travel. 

Conclusions
This paper summarized the research conducted on the impacts of extreme
events upon intercity travel behavior. This research relied on stated preference
data provided by a convenience sample of residents of the New York City
metropolitan area, collected six months after September 11th, and the use of
modern econometric techniques based on Random Utility Theory to assess
behavioral changes. The data collected was based on stated preference
techniques, by which the respondents are asked to rank order the different
alternatives (air, car, Metroliner, and Acela) as part of a hypothetical choice
situation.

The findings may be limited in their generality given the nature of the
sample. The participants in this study were mostly young, male, and single
without children. They were also highly educated and reported higher
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incomes than the general population of the five boroughs of New York City. 
Despite these specific characteristics, a majority of the participants reported
having made trips to the target cities, which indicates that the sample was an
appropriate one to use and that these individuals do constitute a subset of the
market demand in the corridors studied.  

Participants reported that before September 11th they were most likely to
choose transportation mode based on convenience and cost, and the mode of
preference for most was car. Indeed, trips by car were rated better on cost than
air or train, and were rated as more secure than trains. While there were no
other significant differences among the primary modes (air, train, car) on any
of the other features assessed (cleanliness, comfort, and safety), these features
may not be as important as cost when choosing mode, especially when one is
paying for the trip oneself, as was the case for the majority of participants. 

On average, participants reported that September 11th affected travel
change “moderately” but it is important to note that the full range of the scale
was endorsed by participants. The most frequently reported specific changes
were that people became more conscious of security and more aware of other
travelers. Participants also had average perceived stress levels that correspond
to “almost never” on the response scale, which is comparable to the data from
a national probability sample (Cohen and Williamson, 1988). Despite low
levels of perceived stress, the general change measure was significantly
associated with stress levels, such that those who reported a greater September
11th impact on travel behavior also reported greater levels of perceived stress. 

In terms of behavioral modeling, two different types of random utility
models were estimated: Nested Logit and Covariance-Heterogeneity Nested
Logit models. These two basic types were used in the estimation process
using the variables gathered during the data collection process. The estimated
models are highly consistent among themselves in highlighting a set of
fundamental conclusions about travel behavior in the aftermath of an extreme
event.

The modeling results confirmed previously held assumptions about the
factors determining intercity mode choice. Variables such as travel costs,
time, income, gender, and the like were found to be statistically significant
explanatory variables in the mode choice process. These results are in
complete agreement with the intercity mode choice literature (e.g., Forinash
and Koppelman, 1993; Bhat, 1997). 

The research was successful in finding statistically significant linkages
between changes in travel behavior and the impact of an extreme event, in this
case September 11th. These linkages revealed themselves as additional terms
in the utility functions estimated using Random Utility Theory. In all models
estimated, the variable that measured the impact of the September 11th events
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upon the individuals that participated in the survey, i.e., Change, and a
psychometric scale of perceived stress level, i.e., Stress, were found to play a
statistically significant role in the mode choice process. Interestingly, Change
and Stress seem to have different mechanisms.

The variable Change was found to have significant interactions with the
travel time. This, in turn, translates into the marginal disutility of travel time
being modified by Change, as shown in Equations 8 to 19. The magnitude of
this modification is clearly related to the transportation mode. In all cases, the
contribution of the interaction term between Change and travel time is highest
for air, followed by car and then train. This may be related to the fact that the
terrorist attacks involved airplanes and the effect this had on the general
public’s perception about the safety of the air transportation system after
September 11th. The modeling results clearly indicate that the utility
functions of the train alternatives are minimally affected by the interaction
terms between Change and travel time (in some cases, the interaction term
drops out of the utility functions). The latter suggests that the users perceive
the train alternatives as being less taxing to them, in utility terms, after an
extreme event such as September 11th.

The perceived level of stress, i.e., Stress, was found to have a statistically
significant impact in mode choice. However, the interpretation of the impact
of Stress and its relation to September 11th is obscured by the fact that the
psychometric measure used (PSS4; Cohen and Williamson, 1988) provides a
measure of overall stress level, not of the stress specifically produced by
September 11th. In any case, Stress specifically impacted the utility function
of air without interacting with any other variable or utility function. In general
terms, the higher the stress level, the less likely the decision makers to choose
the air alternative. 

In spite of the numerous and significant limitations faced in this research,
the authors are confident in the ability of this research to provide insights into
the effects that extreme events have upon intercity travel behavior. This
modest success should not obscure the fact that this paper is nothing more
than a first step in the long march towards a better understanding of the
impacts of extreme events on travel behavior.
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