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To:  Rosemarie Foster and Tom Borak 

From:  Robert Yaffee 

Date: 21 July 2010 

Re:  Preliminary linear models regarding perceived health risk of Chornobyl radiation on the part of 
Ukrainian residents of Kiev and Zhitomer 

Files:    do files= Jul16_2010.do 

  Output files:  GeneralRadhlw3linearmodels.smcl 

Data file:    "C:\users\ray2\stats\stata11\research\chwk\wide\chwide15jul2010.dta" 

 

Basic linear modeling strategy 

We pursued three approaches to selecting candidate variables for model-building.   The first approach 
was that of graphical review of functional for deviations from linearity of the relationship, the second 
was that of bivariate screening without graphical assistance, and the third approach was that of the 
general-to-specific multipath search of different routes to developing an broadly theoretically 
encompassing regression model advocated by Sir David F. Hendry and Hans-Martin Krolzig in their 
general-to-specific (“gets”) modeling strategy.  This approach was further developed by Doornik and 
Hendry into a computer program called Autometrics. 

To begin, we examine the relationship between our endogenous variable and candidate explanatory 
variables to detect nonlinear patterns.  If possible, we attempt transformations which will render these 
relationships linear and amenable to conventional statistical testing.    If the relationships are not 
intrinsically linear, we may deal with them by means of nonlinear or nonparametric approaches later. 
For the time being, we are trying to model linear relationships.  We developed a set of linear models for 
the whole sample and for gender-specific segments of the sample.   The reason for doing so is that the 
biological differences might predispose one sex from experiencing different effects  than the other 
would   Therefore, we began with a full-general model, and trimmed out the nonsignificant effects to 
arrive at a pruned or trimmed model   This was done for each of the three sets of data,  leaving us with 
six basic models. 

The trimming was performed on the basis of nonsignificance of variables.    Nonsignificance was 
determined as anything with significance level higher than 0.10.     We decided that this was the 
appropriate cut-off level in general because the residuals of our sample were frequently found to be 
nonnormal based on the Shapiro-Wilk and Kolmogorov-Smirnov tests.   Therefore, we decided to be 
more liberal in our estimation of what may be of interest.    We indicate levels of significance greater 
than 0.05 but less than 0.10 by a # sign.   Conventional applications of asterisks are used otherwise to 
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indicate statistical significance.   As a matter of convention, when the data are presented in the tables or 
sentences below, we round upward for the last figure to the right of the decimal point. 

Following Hendry and Krolzig (1999), we take these six models and assign a value for each time a 
variable is statistically significant.   By summing these values, the variable is given a reliability score.   We 
then sort the variables according to the reliability score to obtain a sense of robustness of the variables 
comprising the model.     Because the general to specific methodology of Hendry and Richard (1982) 
proceeds along a multipath tree-search from the general unrestricted model down each possible route 
of adding variables to the model,  until a specification assumption is violated, at which point the model 
terminates.   The models are built with a view toward encompassing theory.   The more encompassing 
the model the better, as long as assumptions of the model are met.  Model specification proceeds until 
any competing models are tested against one another.   Attempts to combine them are made and the 
best fitting model that encompasses the most theory is selected.  In case of ties, the Schwartz Bayesian 
criterion is used as a tie-breaker. 

George E. P. Box once was reported to have said that “all models are wrong, but some are useful.”  We 
will test each of our models for regression specification requirements of residual normality, 
homogeneity of variance, independence of observations and identical distributions, dearth of 
multicollinearity, lack of outlier distortion,   and for lack of omitted variable bias.     If there are too many 
outliers, we shall endeavor to use an outlier down weighting algorithm to fit the model.  If there is 
heteroskedasticity of the residuals, we can employ robust sandwich variance estimators to find the 
correct standard errors.   From this analysis, we hope to gain a sense of which models are reliable and 
robust, as well as which are more fragile than the others. 

In the second phase of the analysis, we take the linear models and test for interactions among the 
variables following any transformation of them that may have been applied.  We will examine the 
nonlinear portions of the model.   We will sequentially test these interactions to determine which 
should be included in the model.   Once all the possible interactions have been included, we will 
simultaneous test the interactions to be sure that these are worthy of retention with a simultaneous 
test by which all variables and interactions are tested for retention within the model at the same level of 
power.  This is the test of sufficiency to determine which variables need to be retained in the model.     
Then we will discuss the interactions and graph them to illustrate the nature of their interactions. 

 

 

The Interim sample  

At this stage of the data collection, our sample consists of 281 cases, approximately 29.54% (83) of 
which consist of males and the remainder of females.   Seventy-five and 44/100 percent of the sample 
lives in the Kiev Oblast.  The remainder resides in Zhitomer.   The sample consists of fairly well-educated 
people, 39.5% of whom have a specialists or master’s degree.  About 38.08% of them have a technical 
degree.  Only one did not finish high school.  Four had doctoral degrees of one kind or another.  
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What factors explain perceived health risk from the Chornobyl radiation? 

The full model for both men and women has for its endogenous variable, the perceived health risk from 
the Chornobyl radiation.    The question asked of respondents living in the Ukraine was “In terms of 
percent, how much of your health has been affected by the Chornobyl radiation?”   The answers lead to 
the development of a simple model consisting of the variables displayed in Table one on the next page. 

Males and Females together:  Model 1 

The first regression model is has a lot of explanatory power.   The R2 for the model is 0.7934 and when 
that is adjusted for the number of variables in the model, the adjusted R2 is 0.769.   Not all of these 
variables are statistically significant.   We know that the biological systems are have age and gender 
differences.   Therefore, whether age or gender is significant or not, we include these variables in the 
model to control for such differences.  In this way, we hope to control for the basic differences between 
them.  At this juncture we only include first order terms.  But the model we develop does explain much 
of the systematic variation involved.   We address these risk factors in terms of their beta weights.   The 
beta weights are the relative impact that the variables after standardization have on the dependent 
variable.   They can be compared with these beta weights because they have been standardized so that 
they can be compared.  Before this standardization, they are measured in different metrics and 
therefore the regression coefficients by themselves are not strictly comparable. 

Perhaps the strongest association with this endogenous variable is the amount of family health that has 
been affected by the radiation.  The relationship is positive so that the more people believe that their 
health has been affected, the more they believe that their family’s health has been affected.  This is not 
surprising.   The second most powerful relationship seems to be that of drinking liquor during wave two 
is about the second most powerful influence.  The more respondents believe that their health was 
affected, the more they drank hard liquor during between 1987 and 1996.  Similarly, energy level has 
the same positive relationship with the belief in the amount of their health that they think was selected.  
Perhaps the immediate threat raised the adrenaline to deal with the jeopardy in their environment.  
Perhaps the third most powerful influence is that of the energy level.   The next most powerful influence 
is that of the amount of pollution of the air and water by the Chornobyl radiation.  To the extent that 
was polluted, people tend to think that their health was proportionally compromised.  Next in 
importance is the natural log of the cumulative external dose of CS137 that they got from external 
sources.   This is the excess radiation, over and above background radiation, which affects all of us by 
dint of our living in a natural setting.  We use this transformation to render the variable amenable to 
linear statistical modeling.  The transformation is scale invariant so that whether the cumulative dose is 
measure in micro or milliGrays, the regression coefficient remains the same. The greater the dose, the 
more they think that their health has been affected.  The next more important is the stresses and 
hassles to their health is directly related to the amount that they believe their health has been affected. 
Then the next most important fact seems to be the personal intrusion to their interests and hobbies.   
Females seem to believe that their health was affected somewhat more than the men did.  Next in 
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importance is the number of separations related to the amount of health affected by this radiation.  This 
too was a positive relationship.  Most of these relationships seem reasonable and not counterintuitive. 

 

Some of the relationships were inverse rather than direct in their association.  Age was one of these, the 
older the respondent was, and the less he or she thought that their health was affected.  Visits to the 
homeopath were related also.  The more the respondent thought that their health was affected, the less 
the person thought his health was related.  The more children the respondent had, the less he or she 
thought that the relationship wax so.   Next was the amount of stresses or hassles on the job, which is 
inversely related to the amount of health perceived to have been affected.  The amount of depression 
linked to the Chornobyl radiation was next.    It appears that the more the person thought his health was 
affected by the Chornobyl radiation, the less depressed him or she was.  This may be a cause 
attributable to others from which misery found comforting that others were suffering from it too.  Then 
came those who drank hard liquor around the time of the accident during the first wave,   the less they 
thought their health was affected the more they drank hard liquor around the time of the accident and 
the more they drink hard liquor during the last wave.  This latter relationship is perhaps one of the 
strongest inverse relationships we detected so far. 

 

 

Table 1   Key variables in preliminary models 
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Table 2  Full model for males and females 

 

 

 

This system of relationships is subject to question.  Many would want to which of the assumptions of 
this model hold and which violated and to what extent.   If they are violated, how should we alter our 
view of these relationships to accommodate such a specification test failure?    Should we consider 
altering our model to handle these violations?    First, let us examine the fulfillment of the model 
assumptions. 

 

 

 

 

 

 

As a regression model, there are specific conditions which must be fulfilled for us to have complete 
confidence in these findings. 
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Table 3  Specification tests for   Both Male and Female  Full Model  
     
Assumption Test Χ2,  f, F, or t p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

3.816 
25.16 

0.000 
0.000 

yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

1.67 0.2096 No 

No outliers Standardized 
residuals > |3.5| 

1 negative  outlier  yes 

No omitted 
variables 

Ramsey reset test 4.83 0.0032 Yes 

No 
multicollinearity 

VIF < 10 Mean VIF=14.56  yes 

 

How can we manage these specification violations?  We can loosen up our significance criteria to 
compensate for violation of the residual normality by noting when things are borderline or almost 
significant by designating them with a pound sign if they are 0.10 in probability.  We do not have to use 
weighted least squares or sandwich variance estimators to handle heteroskedasticity for this model.   
We could use an outlier downweighting robust regression to deal with the single negative outlier, but 
our sample size is large enough to diminish the relative effect of this influence on the overall model.   
When we model our interactions we should attempt to model polynomial versions of the variables to 
handle the specification error suggested by the Ramsey Reset test.  Probably the best solution is to 
obtain empirical standard errors by bootstrapping and using the bootstrapped model as empirical 
validation of the full and trimmed models (Harrell, 2002, 94).     

 

We bootstrap the model  998 times and display those results in Table two.  We cluster by id owing to 
the complex sample being applied.   In the process, we apply bias correction and acceleration to correct 
for the asymmetry and skew.    The bootstrap works best when there are no outliers in the distribution.  
With only one negative outlier, it is quite likely that our results will work out nicely.   Indeed, we discover 
that this consistent method accurately replicates the results displayed in Table two.  By applying bias 
correction and acceleration we do not encounter problems with transformed variables.  If we transform 
our variables, this method is transformation respecting so that the end points of the confidence interval 
are corrected for a transformation of the variable under consideration (Efron and Tibshirani, 1993, 187).  
As the sample size (number of bootstrap replication increases) the statistic approximates the population 
parameter.  It has as much power as indicated by the almost identical R2 results.  The parameter 
estimates are identical but the bootstrap standard errors vary a little from those generated by our 
regression model.   Nevertheless, the results are proportional and supportive of the claim to validation 
of our model and we employ bias correction and acceleration to compensate for possible skewness of 
the distribution (Efron and Tibshirani, 1993, 138, 184-188, 323-328). 
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Table 4   Bootstrap Validation 

 

Trimmed Model for both males and females 

Before proceeding to our gender-specific models, we will re-estimate the model by trimming out the 
nonsignificant effects.   We will retain those that are borderline and then re-evaluate the model.   After 
trimming out those variables that are not statistically significant, we obtain a more parsimonious 
understanding of the risk factors related to perceived Chornobyl radiation health risk on the part of our 
interim sample.  Nevertheless, the model remains powerful with an R2 = 0.71 and when we adjust for 
the number of degrees of freedom consumed by the number of variables in our model, we still have 
about the same goodness of fit (adjusted R2=.71).  For a first pass, the model in Table four has plenty of 
explanatory appeal. 

 

We will briefly describe the model in terms of decreasing beta weights.     Notwithstanding their 
statistical significance, age and gender remain in the model to account for normal lifecycle effects.  Both 
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variables are nonsignificanty related to the Chornobyl perceived heath risk.  Apart from age and gender, 
all other seven variables are highly statistically significant at 0.5 levels. 

Table 4 Trimmed Model both males and females 

 

In order of decreasing relative influence, the explanatory variables are amount of family health affected 
by the Chornobyl radiation, the amount of pollution of the air and water, the computed external 
effective dose of CS137 accumulated over the years, its interference with interests and hobbies, the 
stresses and hassles to ones heath, the gender effect, the age effect, the stresses and hassles associated 
with the job during wave two and the amount of hard liquor consumption.    There were direct 
relationships between the amount of health affected and the amount of family health affected, the 
amount of air and water polluted, the actual cumulative external dose, the interference with hobbies 
and interests, and the amount of stresses and hassles with the job.  The other relationships were inverse 
ones. 

To evaluate this model, we can refer to Table five.   We find that this model fails a number of the 
specification tests.   Indeed, apart from there being no outlier s for this model, all other specifications 
are violated.   One solution is to use robust variance estimators here, which we will do later.   This will 
not change our parameter estimates, but will widen the standard errors somewhat.   We need to loosen 
up on our significance criteria again, allowing borderline cases to be deemed as possibly significant.  
With no outlier problems, we need not run an outlier downweighting regression.   Even if we loosen up 
on these criteria, we explain about 71% of the variance of the endogenous variable with these few 
explanatory variables before considering interaction terms. 
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Bootstrap validation of Trimmed model for both males and females 

Table5  Specification tests for   Both Male and Female  Trimmed Model  
     
Assumption Test Χ2,  f, F, or t p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

W=.845 Z=6.60 
 
64.92 
 

0.0000 
 
0.0000 

yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

0.62 
 

0.4317 no 

No outliers Standardized 
residuals > |3.5| 

Not applicable none no 

No omitted 
variables 

Ramsey reset test F(3, 244) =      5.40 0.000 yes 

No 
multicollinearity 

VIF < 10 Mean VIF |      23.04 yes 

 

We are able to replicate the results of the previous model by reproducing the empirical standard errors 
from a bootstrap in Table 5 below.  The parameter estimates again are identical.  Although the standard 
errors are not identical, they are close enough so that this serves as validation of the parameter 
estimates of the model. 
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Table 6:  Bootstrap validation of the trimmed model for males and females 

 

 

Although we find that the standard errors vary a little from the original output, the parameter estimates 
are replicated as well as the omnibus goodness of fit statistics. We find this validation of the results and 
accept this output as support for faith in our findings.   That we were able to support our full and 
trimmed model with bootstrap validation with empirical standard errors lends support to our approach.  

Gender-specific Regression Models 

 By splitting the sample into two segments, we provide an opportunity for additional reliability testing.   
We save a degree of freedom by not having to include gender in the model, but until our sample size 
increases, we still have low power to assess the male subpopulation.    The question arises whether we 
can obtain as powerful explanatory models as we did with the general population.  

We begin our examination of the full male model.   The answer to that question appears to be in the 
affirmative.  The explanatory power of this model reaches and R2 =0 .872 with an adjusted R2=0.814.   
This model is bereft of a lot of nuisance variables.  However, this model includes most of the variables 
we have seen in the earlier models.  

However, there is one change that it noteworthy and we will tender some plausible explanations for it.  
The natural log of the computed cumulative external dose has lost its statistical significance.  This loss is 
suspicious and may be due to the artifact of a temporary loss of power of this model to effects of a 
medium to small size.   It is possible that the listwise deletion, used before we begin the multiple 
imputations, has engendered this loss.  The model has 15 variables in it and a lot of data has dropped 
out due to the listwise deletion being used until we commence with multiple imputation to replace 
missing values.   The corresponding loss of power to this model might result in a lack of statistical 
significance.  We should be able to test this model with a bootstrap validation as well.  
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Table 7    Full Male Model 
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However, let us examine the extent to which the model assumptions are fulfilled.   From Table eight, we 
see that the homoskedasticity assumption is fulfilled here, but the normality assumption is not, even 
though there is no excess kurtosis or skewness.  Most of the assumptions are fulfilled.  Because there 
are no distorting outliers in the residual distribution, we can either relax our hypothesis testing criteria a 
little or be more assured with a bias corrected and accelerated bootstrap.    We decide to select the 
latter option.    

 

Table 8  Specification tests for  Full Male Model  
     
Assumption Test Χ2,  f, F, or t p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

V=18.325   
Z=6.6  
 
64.92 
 

0.0000 
 
 
0.0000 

yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

Χ2(1)   =     0.62 
          
 

0.4328 no 

No outliers Standardized 
residuals > |3.5| 

Not applicable none no 

No omitted 
variables 

Ramsey reset test F(3, 30) =      1.57 
 

0.2166 no 

No 
multicollinearity 

VIF < 10 Mean VIF |      20.34 yes 

 

 

 Although the Ramsey reset test indicates a lack of specification error owing to polynomial 
transformations, there may be other variables inversely related to the natural log of cumulative dose 
that are inadvertently excluded from the model.   This may not be likely given the adjusted R2 of the 
model.  However, it is still possible.  Owing to listwise deletion, the sample size has been reduced to 49.   
The fact that this natural log of cumulative external effective dose of CS137 is negatively correlated with 
10 of the 15 other parameter estimates in the model could potentially suppress its significance if these 
correlations were sufficiently large.  Yet the largest in negative magnitude is only -0.262. Such 
specification error could suppress the significance of the natural log of cumulative external dose of 
CS137.   We might want to run a simulation to test whether this could be the case.  For the moment, this 
phenomenon may be an example of something we should investigate but that we do not yet know.  If 
we discover it to be so, then that would explain this loss of statistical significance.  

 

Bootstrap replication brings the consistency of the estimator to bear on the problem, for which reason 
we can accept the bootstrap as a validation of the former model in Table Six. We compare our clustered 
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bootstrapped results in Table ten to those we obtained in Table seven.   Of course, the bootstrap 
standard errors vary somewhat due to the random resampling with replacement but not enough to say 
that validation has not occurred.  The variation is sufficiently small so that our results appear to be 
validated.   Nevertheless, we set up our bootstrap to accommodate the complex structure of our panel 
data ( Stata Reference A-H, Stata Press,  210).     

Perhaps one way to begin the testing is to trim the model.   If it is the plethora of small negative 
correlations that are reducing the significance of this parameter, we should see what happens when we 
are able to trim some of these from the model.   If the significance of this parameter re-emerges, then 
we have further evidence of the omitted variable bias that could engender a spurious nonsignificance.   
Therefore, we now turn our attention to the trimmed male model in Table 11. 

 

Table 10   Bootstrap validation of the full male model  

 

  

The Trimmed Male Model 

The trimmed male model details are presented in Table 11.   The number of parameters in the 
model is reduced from 15 in Table 10 to nine in Table 11.   With only 49 observations that 
leaves only 37 degrees of freedom for testing.  This is not a very large file and although the 
reduction of the number of explanatory variables leaves more power with which to test, it is 
not a great improvement in power.   If we examine the square of the natural log of the 
cumulative external dose of CS137 sustained, we observe that the significance level tends 
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toward more significance, but at p=0.221, we cannot say that it statistically significant.  
However, the reduction of the p-value to 0.221 may reflect the improved power of a still weak 
model.   By the time we obtain our full sample, we hope to have enough male observations 
such that our assessments will be more definitive.  At this juncture, we can only proffer these as 
interim results awaiting additional power to be obtained from a larger sample size of males.   

 

However, we need to examine the differences between the full and trimmed model to observe 
what robustly remains and what does not. 

 

Table 11   Trimmed male model 

 

 

The more robust risk factors are those phenomena that retain their significance and sign in both models.  
The amount of family health affected remains directly associated with the amount of personal health 
affected by the radiation.  Energy level remains positively significant in both models.  Risk may raise 
energy level for some time. Self-injury as a result of Chornobyl is positively significant in both models.   It 
appears that people were rushed around and in a hurry, which may have results in various kinds of 
injury in the commotion.  Visits to the homeopaths are inversely significant in both male models.   Under 
times of crisis and commotion, homeopathic visits seem to be inversely related to the perceived health 
risk here. Inverse significant relationships between consumption of hard liquor and the perceived heath 
risk remains in wave one.  
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The changes from the full to the trimmed model are several.   A number of significances emerged. One 
of them was the number of children the respondent has is a variable that was not statistically significant 
in the full model but is statistically significant in the trimmed model among the men in the sample.  The 
total number of moves from one place to another was not significant in the full model but emerged as 
significant in the trimmed model.  The number of marital separations became significant in the trimmed 
model.    In wave three, hard liquor consumption became almost significant from significant.  Injury to 
others dropped from significance in the trimmed model. The economy went from negative significance 
to nonsignificance in the trimmed model.    The basis for these differences may follow from a difference 
in statistical power or from a transformation of the situation.       

In this model, we employed the square of the natural log of the cumulative external effective dose of CS 
137 because it was more significantly related to the perceived risk perception of Chornobyl radiation.   
In this model that transformation provided a better link between the endogenous and exogenous 
variable under consideration.  To appreciate the validity of this model, we need to review the 
specification requirements.   That may give us an indication of where the model weakness may reside.    
Then, we may still wish to resort to bootstrap validation for more data.  Therefore, we resort to this now 
in hopes of providing more information about what is reliable and what is fragile in these models. 

From a review of the model assumptions in Table twelve it is clear that there are more violations than 
there are fulfillments.  Homoskedasticity is not violated so the confidence intervals may be estimated 
but the residual distribution is nonnormal.    This may be due to the presence of outliers that could 
distort the distribution.   We will examine this situation in greater detail because the presence of bad 
influence from outliers can undermine the coverage of a percentile or a t bootstrap with small sample 
sizes, even though we use bias correction and acceleration to compensate for the bias that could follow 
from such bootstraps (Efron and Tibshirani, 1993).   In this case we examine the Cook’s D as a measure 
of the adversity of the influence of these outlying observations. 

Table 12  Specification tests for the trimmed male model  
     
Assumption Test Χ2,  f, F, t, or z p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

Z=6.963     
Adj  Χ2 = 66.74          
 

0.0000 
 
 
0.0000 

yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

Χ2(1)   =     1.97 
             
          
 

0.1601 no 

No outliers Standardized 
residuals > |3.5| 

7   outliers 
5 negative 
 2 positive 

0.000 yes 

No omitted 
variables 

Ramsey reset test F(3, 34) =     1.67 
 

0.1923   no 

No VIF < 10 Mean VIF |      13.21 yes 
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multicollinearity  
 

 

Ken Bollen and Robert Jackman (1990) have noted that when Cook’s D exceeds 4/n, the observation in 
question exhibits problematic influence, where n designates the sample size.  If our effective sample size 
is 49, that means Cook’s D values in excess of 0.082 would be problematic.  The residual distribution is 
raven with 28 of these observations, nine of which exceed unity while five of which exceed 4.0.   Under 
these circumstances, perhaps a nonparametric bootstrap would be the best approach to arriving at 
empirical standard errors.   According to Bollen and Jackman, Betsey in 1980 suggested that the lower 
size cut-off for a feta coefficient is 2/√n whereas the upper is unity.  With this effective sample size, this 
amounts to 2/7=0.286.  I performed a sensitivity test on the parameter estimate of the natural log of the 
cumulative external dose of  CS137, by listing all of the debates for the natural log of the cumulative 
external dose for any observation with a Cook’s D greater than unity.   No feta was indicated.   From this 
I suspect that the changes in significance result either from correlations with omitted variables or from  
multiple low-level  negative correlations with included variables or from the improvement in power by 
reducing the sample size of the correlation matrix and thus in turn attenuating the power of the model 
to detect medium to small effects.  I suspect that this problem will be alleviated by the input of more 
male respondents as our data collection continues.    With the plethora of outliers, a parametric 
bootstrap would probably not bear fruit.     With that caveat issued, we undertake the bootstrap 
validation nevertheless. 
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Table 13 Bootstrap validation of trimmed male model 

 

 

For the square of the natural log of cumulative external dose of CS137 we observe that the 
significance level is closer to significance than with our first estimation of this model, but it 
remains nonsignificant.   The number of moves is no longer significant.  The number of 
separations is no longer significant.   Otherwise, the model remains very much the same, as far 
as the parameter estimates and the goodness of fit indices are concerned.     At this juncture, 
we will turn to the female full and trimmed models as well as their validations.   At the end of 
this presentation, we will sort the variable in order of their reliability, which will be computed 
from the proportion of models in which they were found to be statistically significant. 

 

The Full female model 

The female portion of the sample at this time in our current data collection represents about 70% of the 
sample interviewed thus far.  We begin our analysis of this female segment with a standard OLS 
regression, from which we can glean beta weights, following the general- to- specific modeling 
technique of  Hendry-Richard approach (1982),  programmed by Hendry and Krolzig(1999),  developed 
by Hendry and Castle, FILL in Date), as well as Doornik and Hendry (Fill in date).    In fact, we use their 
computer program, Autometrics, to select the model explanatory variables.   From this we obtain a 
model that fits remarkably well (see Figure one), which displays the estimated model fit with the actual 
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data.  Sometimes the Hendry et al. approach will retain some variables that do not appear to be 
statistically significant, perhaps because they improve statistical fit or prediction.   We attempt to trim 
the model of nuisance parameters before deciding whether a robust version is in order.   To include a 
sandwich estimator to robustify our modeling at several waves, we validate our analysis with a cluster-
controlled bootstrap.    

 Our dependent variable in this model is still perceived health risk to Chornobyl radiation on the part of 
the respondent (radhlw3) at the time of the interview.   The full female model variable names and labels 
are shown in table 14a.    This is the first selection as it were.   We trim out some of these nonsignificant 
variables even more and arrive at table 14b.  Table 15 contains the parameter estimates and their 
related significance tests. The full female model is the largest model developed at this interim juncture.  
We use Doornik and Hendry’s Autometrics to select the variables for this model, which contains 28 
parameter estimates, and then we trim out some of the retained nonstatistically significant variables 
and use Stata for modeling with our complex sample, although we are not employing sampling weights 
at this early juncture.  We do control for autocorrelation between the waves (phi = .7 to .9) depending 
upon whether it is first or second order.     Table 14 on the next page lists the variables in this model, 
beginning with the endogenous variable.  Regardless of the discarding of three of the variables both 
statistical packages report a very respectable goodness of fit. 

The full model female Autometrics and Stata report an excellent model goodness of fit.   We trim down 
the model a little and display the resulting model in Table 15.  The R2 of the model is 0.799 and the 
adjusted R2 is 0.773.  These measures are high by social science standards, so we graphically check the 
model fit against the actual data to confirm in Figure one.  To visually examine the residuals of the 
model, we examined not only the goodness of fit but also the behavior of the residuals.  In the top panel 
of the three panels in Figure one, we observe what appears to be a remarkably good estimation from 
the PcGive Autometrics version of the model.    

To have confidence in a model, we have to examine the theoretical meaning of the parameter 
estimates.    If we consider the variables core critical variables, they need to add theoretical explanation 
to the scope of theory of the model. Stata regression output is displayed in Table 15.   As with above 
models, we include the age or its square or cube to control for lifecycle effects of aging, whether they 
appear to be statistically significant or not.  We control for gender and its biological differences by 
employing a female subsample for this model.   Even if these variables turn out not to be statistically 
significant we leave them in the model to control for these effects insofar as they reside in the model.  
Because we subset out the females in this case, that subset represents the control for gender. 

 In the full female model, we trim out eleven of the variables that are not significant and are left with 
seventeen explanatory variables, most of which are statistically significant.  We retain some measure of 
age, a covariate necessary to control for lifecycle effects that are associated with ailments of one kind or 
other. We endeavor to retain the natural log of the cumulative external Cesium 137 dose as another 
important variable, which indicates the extent to which the respondent was actually exposed to the 
radiation.  The illw1 variable indicates the self-report of the number of diseases experienced by the 
respondent during the period ending on December 31st of the year of the Chornobyl accident.   
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 We begin with the parameter estimates at the top of Table 15 and work our way down the list of 
variables to simply the protocol of explanation.  Because age is not statistically significantly related to 
our perceived health risk endogenous variable, the sign and direction of the relationship may be 
unstable and unreliable.  Although we need to control for this potentially confounding effect, even if it is 
not significant,   we do not wish to belabor the nature of this tenuous relationship, where noise appears 
to overwhelm the signal.   It might be plausible that the   younger the respondent is, the more likely she 
may think that a greater proportion of her health has been affected by the Chornobyl radiation. Perhaps 
older people have a better sense of perspective on what the implications are for their health.    The 
nonsignificance of the relationship makes this conjecture somewhat tenuous and worthy of being put on 
the back burner for later consideration. 

Among these explanatory variables are the gender of the respondent, the cumulative external dose of 
CS 137 radiation to the respondent,  percentage of family health affected by Chornobyl radiation,  the 
health effects of Chornobyl,  whether the respondent was injured as a result of Chornobyl, whether the 
respondent may have injured others,  whether the respondent had to evacuate herself, the number of 
self-reported illnesses during the first period of analysis (till the end of 1986),  the extent to which 
hobbies and interests were interfered with by Chornobyl,  the level of danger posed by neighbors since 
1996, the danger of the effects of radiation in later years (wave 2 from 1987 through 1996), and the 
respondent’s lifetime exposure to radiation.   We turn our attention to these variables in order to assess 
their face validity. 

 The belief that the percentage of family health affected by the Chornobyl radiation in waves one, two, 
and three are the next variables we consider (radfmw1, radmfw2, and radfmw3).  These variables were 
negatively related to our perception of heath risk for the first and second wave.  After the second wave, 
the nature of the relationship reversed so that the relationship turned positive.  An increase in the 
percent of family health affected by Chornobyl radiation shifted from negative to positive in the third 
wave.  The more the family health was believed to be affected, the more the health of the respondent 
was believed to be affected, whereas for a decade after the disaster, the relationship was believed to be 
the opposite:  the more the respondent’s health was affected, the less the family’s health was believed 
to have been affected.  The question arises as to what caused this reversal of belief.  Was it glasnost?  
Was it news of all of the inquiry?    This question remains to be examined. 

Table 14a   Table of variables first selected for the full female model 
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From a review of the parameter estimates in Table 15, we endeavor to explain the relationships 
between the dependent variable, the perceived health risk from Chornobyl radiation (radhlw3) and a 
number of explanatory variables.   If the explanation of the significant relationships seems sensible, 
those relationships exhibit face validity.  If they are counterintuitive, then we need to examine them in 
greater detail to understand the nature of the drivers of the model.  

To avoid uncertainty around non-significant variables, we focus on those relationships indicated by the 
parameter estimates in Table 15 with p-values less than 0.10.  If the significance levels are larger than 
0.10, the signal may be indistinguishable from noise and we set aside these relationships from current 
consideration at this time.   Also, we consider these variables in order of their position in the table, from 
top to bottom.  Proceeding in this direction, we note that the first significant variable age.   Age is 
significantly negatively related to the perceived health risk.  The magnitude of this risk is merely 
moderate.   The belief in the amount of family health affected by the Chornobyl radiation at waves two 
and three is also related to the perceived health, and the direction of the relationship is positive for both 
waves.   This is as expected.   

 The amount of air and water pollution around the time of the accident (airw1) is almost significantly 
(p=.061) related to the perceived health risk.  

We see that the belief in the danger posed by the media (medw3) at the current time is inversely related 
to the cumulative perceived health risk of the fallout.   The media at the time of the accident was the 
second most common source of information about the problem; thirty-three percent of the information 
about the disaster came from the media, of which television and radio were major sources of 
distribution.  Glasnost had begun, so people believed in freedom of the press, openness, and 
transparency more than before.  Also very strongly negatively related to perceived health risk from the 
accident was the number of mental health visits around the time of the accident. It is not surprising that 
the media was a source of helpful not dangerous information to the public.  Hence, the significant 
negative coefficient is what would have been expected. 

 The next two significant variables in Table 15 are the percent of the area radioactively contaminated at 
during the decade following the disaster (radw2) and the percent of the area believed to be 
contaminated now (radw3).     The percent of area covered was inversely related to the percent of 
perceived health risk to the respondent at first.   However, a considerable amount of time has passed 
since the accident and there may have been information distributed indicating that the amount of 
distributed radioactivity was not as dangerous as had been originally feared.  Distribution of such 
information could have lead to a significant, small negative relationship between the amount of health 
risk reported by the respondent and a belief in the percent of the area currently contaminated.  Perhaps 
this is why at the current time there is no statistically significant relationship. 

The level of danger posed by the authorities (dauthw3) is also significant, positive, yet not large.   
Clearly, the amount of danger posed by the Chornobyl radiation is to some extent linked to the 
incompetence of the authorities.   Whether those authorities were in charge of the management of the 
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plant, management of the cleanup, or of protection of the public, to some extent the percent of health 
affected by the radiation from the accident may have followed from ineptitude by the authorities in 
handling the matter. 

Another effect that suggests possible post-traumatic stress syndrome is the deep distrust of most any 
exposure to any kind of radiation (healthef) is liable to lead to some kind of suffering.   The relationship 
between the self-perceived health risk from Chornobyl radiation and this intense aversion to any kind of 
exposure is found to be significant and positive.    The significance indicates probable traumatic effect on 
the people of such a catastrophe. 

A significant and strongly positive relationship can be observed in the relationship between injuring 
oneself as a result of Chornobyl (injselfr) and the self-perceived health risk to the relationship. 

A significant negative relationship is found between stresses and hassles on the job (shjobw2) and the 
self-perceived health risk.   Although this relationship is significant, it is not a big one. 

However, there is a significant strong relationship between the self-reported count of illnesses at the 
time of the accident (illw1) and the self-perceived health risk from the radiation during the decade after 
the accident.  Perhaps because of the lack of confounding symptoms, people were better able to 
distinguish one cause and effect from another.  

Although there did some to be some impact on activities devoted to interests and hobbies (hp2inthob), 
this imposition did not appear to be significant in this full model.  Perhaps this significance would 
emerge as sample size increases or as we trim out nuisance or auxiliary variables to obtain a trimmed 
model. 

 Last but not least among the significant relationships that emerged within this full model was the 
significant, positive, and substantial relationship between perceived health risks stemming from the 
Chornobyl radiation and that natural log of the actual external exposure from cesium 137 (lcumdosew3) 
as measured in MicroGrays.  This measure is scale invariant and persistently reveals itself in these 
models. 

We should qualify this by recognizing that the constant or average level is – 33.46, suggesting a negative 
relationship between the average amount of risk to the Chornobyl radiation.  In general, this would 
appear to suggest that such a thing may not be a paramount part of the conscious concerns of these 
individuals. 

The reader might ask, “How much faith can we place in such a model?”    From Figure one, we observe a 
very good fit between the estimated values and the actual data (in the upper panel).  We do not see any 
residuals whose value exceeds 3.5 standard errors (the middle panel of Figure one).   But to be sure that 
we can trust our model, we have to examine the extent to which the regression assumptions are fulfilled 
to know how much faith to place in the model.   Table 16 summarizes the results of the misspecification 
tests. 
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We observe in Table 16 that all three of the five model specification tests were violated.  Although the 
residual variance is homoskedastic according to the Breusch-Pagan test, the model residuals are 
nonnormal as indicated by both the Shapiro-Wilk and the Kolmogorov-Smirnov tests.   We do have 
homoskedasticity of the residuals, according to the Cook/Weisberg test.  But we have plenty of 
multicollinearity, which can bias our significance tests downward.   We do not have any significant 
outliers which might bias our residuals.  Yet we find evidence of omitted variable bias following from a 
significant Ramsey reset test. Without some adjustment for these violations of assumptions, the 
significance tests for the model are at best only an approximation rather than an exact probability of 
rejection of the null hypotheses. 

 

            Figure 1  Model fit and residual graphics from the first pass at the full female model 
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Table 15:  The full female model 

 

Table 16  Specification tests for the full female model  
     
Assumption Test Χ2,  f, F, t, or z p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

Z= 2.156 
 
Adj  Χ2 =  12.03         
 

0.0156 
 
0.0024 

Yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

Χ2(1)   =0.78                  
          
 

.3774 No 

No outliers Standardized 
residuals > |3.5| 

none n.a. No 
 

No omitted 
variables 

Ramsey reset test F(3,112) = 3.06    
 

0.0312   yes 

No 
multicollinearity 

VIF < 10 Mean VIF=      24.04 
 

yes 

 

 

At this point in time we need to validate our full female model and our robust model with a bootstrap.     
We control for the autocorrelation between waves by employing a robust estimator that accounts for 
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cluster correlation of observations between the waves.  First we turn to our bootstrap version of the full 
female model. 

Table 17:  Bootstrapped validation with cluster control  

 

 

The parameter estimates are identical to our full model.  The bootstrapped standard errors are almost 
the same.  What is different?   Age is less significant.  The impact on interests and hobbies remains 
nonsignificant as does the decline in significance in the amount of area currently polluted.  The air and 
water pollution is almost significant, yet not quite.  Job satisfaction is more but not yet statistically 
significant.  The goodness of fit tests yield the same results.   It is clear that the bias corrected and 
accelerated bootstrap tends to confirm our full female model.    

If we trim out some of the nuisance variables, we wonder whether this will hold.  In the trimmed female 
model, we try to remove all but significant variables in hopes of conserving power to detect significant 
effects.  We arrive at a model that is displayed in Table 18 below.   We note that the goodness of fit 
remains high at 0.799 and the adjusted goodness of fit remains at 0.788.   The small difference between 
these two measures suggests that there is little excess baggage in our model as far as carrying what 
counts in the fit of the model. 
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The Trimmed Female Model 

Table 18 the Trimmed Female Model 

 

 

All of the variables in the trimmed version of the model were in the full female model.  What 
has changed is that we now have nine explanatory variables rather than fifteen.  All of these 
variables are statistically significant with the exception of age, which is almost significant.   
6767Whereas in the full model, we had eleven significant variables, now we have eight. The 
goodness of fit approximates 0.80 if we round off to the nearest hundredth and this remains 
about.  In short, we have a more parsimonious model. 

What is noteworthy is that in both models we find a positive significant relationship between 
the actual external exposure to cesium 137 and the self-perceived health risk from the 
Chornobyl radiation and that this is inversely proportional to the count of illnesses that the 
respondent reports.   It may be that the fewer the number of illnesses to contend with, the 
easier it is to properly attribute the source of the ailments. 

Among the variables that were trimmed out of the model were the danger from the authorities, 
job satisfaction in the decade after the accident, current danger from the media, and stresses 
and hassles related to the job in the ten years after the accident, along with the percent of the 
area contaminated during waves two and three.   Whereas in the full model the positive 
relationship between that health risk and the amount of air and water believed to be polluted 
by the radiation was not significant at the 0.05 level, the relationship is significant in the 
trimmed model. In both models, we see a significant relationship between injury to oneself 
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because of Chornobyl and perceived self-health risk due to Chornobyl radiation.  In both 
models,  perceived self-health risk due to radiation is statistically significant, positively, and 
several times greater than unity in magnitude in its association with external exposure to  
cesium 137 radiation. 

When we ask whether the model is well specified, we observe that four out of five assumptions 
are violated by the specification of this model.   The residuals are not normal.  They are 
significantly non-normal according to the Shapiro-Wilk and Kolmogorov-Smirnov tests.  
Although the homoskedasticity of the model is not violated, there is one negative outlier, 
substantial multicollinearity, and evidence of omitted variable bias from the Ramsey Reset test. 

Table 19  Specification tests for the trimmed female model  
     
Assumption Test Χ2,  f, F, t, or z p-value violation 
Residual normality Shapiro-Wilk test 

Kolmogorov-
Smirnov test 

Z= 4.135 
 
Adj  Χ2 =  19.01         
 

0.0002 
 
0.0001 

Yes 

Residual 
homoskedasticity 

Breusch –Pagan 
/Cook Weisburg 
test 

Χ2(1)   =1.53                  
          
 

0.2154 No 

No outliers Standardized 
residuals > |3.5| 

1 negative outlier 
t=-3.6007 

 yes 
 

No omitted 
variables 

Ramsey reset test F(3,167) =4.95    
 

0.0026   yes 

No 
multicollinearity 

VIF < 10 Mean VIF=   25.82 
   

 yes 

 

Unless we can confirm our model with a bootstrap validation, it is likely that the model 
residuals will not give us an exact basis for rejecting our hypotheses about the variables we are 
testing.  For this reason, we turn to our cluster controlled bootstrap method. 

 

The Trimmed female bootstrapped model 

Can we validate this with a bootstrap?    Again, we endeavor to find empirical standard errors 
through resampling with replacement.   Because we replace the observations, we may get 
several of the same observations each time we sample.  The samples will not be the same. Over 
the long haul, the consistency of the variance estimator should lead us to fairly precise 
estimates of the standard errors after we correct for bias with bias correction and correct for 
skewed results with acceleration of the process. 
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Table 20 Bootstrapped Trimmed Female Model 

 

 

As before, we observe that the parameter estimates of the regression coefficients are identical.  
The goodness of fit measures are the same.  The signs of the coefficients in both the 
bootstrapped and nonbootstrapped models are identical.  Furthermore, we note that in both 
the bootstrapped and nonbotstrapped models, the significances are all significant at the 0.05 
level with the exception of the age variable, which is significant at the 0.10 level.   In short, all of 
the variables that are statistically significant in the nonbootstrapped model are statistically 
significant in the bootstrapped model.   The net conclusion is that the model has been validated 
by the bootstrap. 

 

Model reliability 

 We have endeavored to demonstrate the reliability of the models with bootstrap 
validation.   We now examine the proportion of the total number of models the core variables 
are significant in.  This will give us a sense of which variables are meaningful explanations of the 
self-perceived health risk stemming from the Chornobyl radiation.    We have a total of six 
models for the whole dataset, and for each gender.  We have a full and a trimmed model for 



28 
 

each of these subsets.    We now tally the number of models in which the core variables are 
statistically significant.   Hendry advocates testing the candidate models against the general 
unrestricted model to test whether the candidate model is more theoretically encompassing 
that the general unrestricted model.   His retention of variables often facilitates this process.  
Some of these variables are not theoretically critical variables.   They tend rather to be auxiliary 
variables, whose inclusion may facilitate model fit, specification, or prediction, but are not 
essential to explanatory appeal or power.   We could watch the variation in the core variables 
to observe their extreme bounds to assess the reliability of the model.    Instead, we use the 
Hendry and Krolzig method to assess variable reliability (Leamer, E.E., 1982;  Lu and White, 
2010). 

Variable reliability 

 From our collection of full and trimmed models, we have a total of six models, not 
including the bootstrapped validation.   We could compute a reliability score for each variable 
(Hendry and Krolzig, 1999).   We could weight these scores in accordance with the level of 
significance found.   Wherever the variable was found almost significant (p < .10),  we could 
give half a credit.   Wherever the variable was found significant (p < .05 or p  < .001), we could 
assign a count of one.   We tally the count for each variable used in one or more of these 
models and multiply that tally by a weight of 16.67 to obtain a total reliability score.   

 The variable reliability table for the 37 variables that were found significant or non-
significant can be found on the next page.  We employ a method similar to that of Hendry D.F. 
and Krolzig, H-M., 1999, 2001).            

Directions for future research: 

 After collecting more of the total sample, we will set up the sampling weights.  We will 
then use models based on the complex samples to find the proper variances for our household 
survey.   We will use multiple imputation to replace missing values.  Then we will rerun these 
models. 

 When we rerun these models, we will retest the relationship between the perceived 
health risk of Chornobyl radiation and our explanatory variables.  As Frank Harrell, Jr. has 
suggested, we will not assume linearity and will use lowess plots to discern possible nonlinear 
functional form between our endogenous variable and its explanatory variables.   We will test 
each variable for functional form by generating lowess plots for the relationship between our 
dependent variable and each of the explanatory variables especially where the reset test has 
yielded a significant result. If necessary, we will transform the explanatory variable to improve 
the linear fit, perhaps with a squashing function or polynomial (Hendry, D.F., 2010, Castle, J., 
2009 and Politis, D., 2008).”   If we can find that this improves model fit, we can use this 
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transformation instead of the original variable.   We will then test the first-order and possibly 
higher order interactions between these linear main effects and their predictor variables.       
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Table 21: Variable Reliability 

 

 



31 
 

 

References: 

Bollen, K. and Jackman, R. (1990),”Regression Diagnostics: An Expository Treatment of Outliers and Influential 
Cases” in Fox, J. and Long, J.S. (Eds.). Modern Methods of Data Analysis, Newberry Park, CA: Sage Publications, Inc., 
266-267. 

Doornik, J.A. and Hendry, D. F. (2009).  Empirical Econometric Modeling PcGive 13:  Vol. 1, OxMetrics 6.  
Timberlake Consultants Press., .226-232. 

Efron, B. and Tibsharani, R.J, 1993.  An Introduction to the Bootstrap, Boca Raton, Fla: Chapman Hall/CRC, Chapter 
14. 

Harrell, Jr., F.E. (2002) Regression Modeling Strategies, New York: Springer, 94. 

Hendry, D. F. and  Richard, J. F. (1982): ‘On the Formulation of Empirical Models in Dynamic 
Econometrics’, Journal of Econometrics, 20, 3-33. 
 
Hendry, D. F.,  Castle, J., and Politis, D. (2009, 2010, 2008), personal discussions. 

Hendry, D. F. and Krolzig, H-M. (1999).  ‘Improving on Data-Mining Reconsidered’ by K. D. Hoover and S.J. Perez, 
Econometrics Journal, 2, 202-219. 

Hendry, D. F. and Krolzig, H-M. (2001).’ Automatic Econometric Model Selection’, London: Timberlake Consutlants 
Press. 

Lu and White, H. (2010),  ‘Granger Causality and Dynamic Structural Systems,’  Presentation at conference in honor 
of Sir David F. Hendry, St. Andrews University, St. Andrews, Scotland, July 21-22, 2010.  See: 
http://weber.ucsd.edu/~hwhite/pub_files/hwcv-sub016.pdf 

Leamer, E. E. (1983)  Let's Take the Con Out of Econometrics ,  The American Economic Review, Vol. 73, No. 1 
(Mar., 1983), pp. 31-43 . 

Stata Reference  A-H for Release 11,  College Station, Tx: Stata Press, 210-217.  

 

 

 

 

 

 

 



32 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


	From:  Robert Yaffee
	Basic linear modeling strategy
	The Interim sample
	What factors explain perceived health risk from the Chornobyl radiation?
	Males and Females together:  Model 1
	Table 2  Full model for males and females
	Trimmed Model for both males and females

