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An Assessment of Change in Risk Perception and Optimistic
Bias for Hurricanes Among Gulf Coast Residents

Craig Trumbo,1,∗ Michelle A. Meyer,2 Holly Marlatt,1 Lori Peek,3 and Bridget Morrissey4

This study focuses on levels of concern for hurricanes among individuals living along the
Gulf Coast during the quiescent two-year period following the exceptionally destructive 2005
hurricane season. A small study of risk perception and optimistic bias was conducted im-
mediately following Hurricanes Katrina and Rita. Two years later, a follow-up was done
in which respondents were recontacted. This provided an opportunity to examine changes,
and potential causal ordering, in risk perception and optimistic bias. The analysis uses 201
panel respondents who were matched across the two mail surveys. Measures included hurri-
cane risk perception, optimistic bias for hurricane evacuation, past hurricane experience, and
a small set of demographic variables (age, sex, income, and education). Paired t-tests were
used to compare scores across time. Hurricane risk perception declined and optimistic bias
increased. Cross-lagged correlations were used to test the potential causal ordering between
risk perception and optimistic bias, with a weak effect suggesting the former affects the latter.
Additional cross-lagged analysis using structural equation modeling was used to look more
closely at the components of optimistic bias (risk to self vs. risk to others). A significant and
stronger potentially causal effect from risk perception to optimistic bias was found. Analysis
of the experience and demographic variables’ effects on risk perception and optimistic bias,
and their change, provided mixed results. The lessening of risk perception and increase in
optimistic bias over the period of quiescence suggest that risk communicators and emergency
managers should direct attention toward reversing these trends to increase disaster prepared-
ness.
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1. INTRODUCTION

This study focuses on levels of concern for hurri-
canes among individuals living along the Gulf Coast
during the quiescent two-year period following the
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exceptionally destructive 2005 hurricane season. We
had concluded a small study of risk perception and
optimistic bias immediately following Hurricanes
Katrina and Rita.(1) Two years later resources were
marshaled to conduct a modest ad hoc follow-
up, in which we recontacted the same individuals
who responded to the first study. This provided an
opportunity to examine changes, and potential causal
ordering, in risk perception and optimistic bias.

A great deal of research has been published on
both risk perception and on optimistic bias. And as
reviewed below, a fair amount resides in the domain
of natural hazards, as well as hurricanes specifically.
But, to our knowledge, no study has been published
in which longitudinal panel data have been employed
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to look at the temporal relationship between risk
perception and optimistic bias. This study offers
some insight into that question.

Why would we expect there to be changes in risk
perception and optimistic bias for hurricanes, and
why would this be important? These questions are
central to the motivation to conduct this follow-up
study. It has been shown that the concerns people
hold about a hazard can diminish over time given
the absence of an obvious or recent manifestation
of the hazard. For example, Valdiserri describes how
concern over the threat of HIV/AIDS has decreased
as improved use of preventative measures and more
effective treatments have become more common.(2)

This phenomenon also occurs at organizational and
institutional levels. In the context of industrial acci-
dents, Freudenburg described this phenomenon as
the “atrophy of vigilance.”(3) Such diminishing lev-
els of risk concern have been identified in the realm
of natural disasters as well—often in the parlance of
a false-alarm or “cry wolf” effect in terms of warn-
ings, but also with respect to prolonged periods of
quiescence.(4–6)

Hurricane forecasters raised this concern last
year in light of a six-year period that the United
States went without a category 3+ hurricane land-
fall (the longest stretch in government records since
1851, so far spanning the 2006–2012 seasons). An
August 2012 feature story in USA Today put it this
way: “As the USA nears 2,500 days without a Cat-
egory 3 or higher hurricane, weather and disaster
experts worry that Hurricanes Wilma, Katrina, and
Rita will become hazy memories and Americans will
go soft, letting their batteries die, misplacing their
flashlights, and forgetting their emergency plans. . . .
‘It’s easy to become complacent, but we have to snap
ourselves out of it,’ says Rick Knabb, director of the
National Hurricane Center.”(7)

Insight into the process by which complacency
may develop is an important concern for those who
must plan for and promote individual-level prepared-
ness for hurricanes. It is also an important factor for
community and regional preparedness for evacua-
tions. To frame our study we will first discuss rele-
vant previous work addressing risk perception and
optimistic bias and their change over time. We will
also provide a basis for the examination of a small
set of demographic variables as potential explanatory
mechanisms for such changes.

2. BACKGROUND

Although the literature on risk perception has
grown to a very substantial volume, relatively limited

attention has been dedicated to risk perception in the
context of natural hazards. Studies examining risk
perception for flooding, volcanoes, and earthquakes,
for example, have shown risk perception or haz-
ard concern to be associated with information seek-
ing and various aspects of disaster preparedness.(8–11)

Risk perception for hurricanes resides in this area
of literature and has been identified as a research
priority.(12) Results in the available hurricane liter-
ature also indicate that risk perception is associated
with disaster preparedness, as well as with evacuation
behavior.(13–18)

One study on hurricane risk perception is es-
pecially relevant to the work we present here. In
a phone survey of single-family homeowners in
Florida, Peacock et al. looked at the relationship
between hurricane risk perception and experiential
(years as a Florida resident, hurricane experiences),
sociodemographic (gender, age, income, race, educa-
tion, and children in household), and spatial factors
(home location in wind hazard zones).(12) They re-
ported that all variables were significant predictors
of hurricane risk perception except children in the
home, hurricane experience, and hurricane knowl-
edge. The three-item measure they used for hurri-
cane risk perception was the best previously used
measure at the time of the work we report here. It
is described below.

Turning to change in risk perception, a number
of studies have found associations between time
variables such as length of residence and perception
of natural hazards risk. It has been observed for
some time that newer coastal residents tend to
be more likely to evacuate from hurricanes, for
example, or that length of residence in an earth-
quake zone is associated with lower perception
of earthquake risk (see Lindell(19) and Cross,(20)

respectively, for reviews of earthquakes and
hurricanes).

But few studies have used longitudinal meth-
ods to look at change in hurricane risk perception,
and have done so with differing results. Cross con-
ducted a survey of lower Florida Keys residents over
a 12-year period, recontacting the same individuals
at three points (1978, 1982, 1988).(20) He found good
stability of concern for hurricane risk even as the
area went without a major landfall for his study pe-
riod, and had not had a major landfall in the previ-
ous 20 years. More recently, Baker et al. conducted
a longitudinal study of individuals displaced by Hur-
ricanes Katrina and Rita, assessing their view of the
likelihood of New Orleans being again struck by a
major hurricane. They interviewed study participants
shortly after the disasters and then again a year later



Change in Risk Perception and Optimistic Bias 1015

(also adding a second sample). They did find a mod-
est fading of risk perception.(21,22)

As with risk perception, optimistic bias has re-
ceived substantial attention. Also known as compar-
ative optimism, optimistic bias is the circumstance in
which individuals believe themselves to be less likely
harmed by negative events as compared to others or,
conversely, that they will be more likely than oth-
ers to achieve some goal or status.(23,24) Optimistic
bias manifests in a wide range of circumstances.(25)

It has been shown to be stable over time. Sheppard
examined the stability of optimistic bias across dif-
ferent risk targets and their consistency within risk
targets across time, in this case using a set of com-
mon negative life events (weight gain, depression,
cancer, etc.).(26) It was shown that there is inconsis-
tency across risk targets, but temporal consistency in
optimistic bias within specific risks, at least absent an
intervening life experience.

Relatively little work has examined optimistic
bias concerning natural hazards. Our previous study
appears to still be the only work on optimistic bias
with hurricanes, in which it was found that being
older, having lived on the coast longer, and being
more optimistic in general were all positively asso-
ciated with optimistic bias to hurricane risk.(1) There
is also some available literature on earthquakes, in
which stability over time has been examined as well.
Burger found a lack of optimistic bias for earth-
quakes in months immediately following the disas-
ter, with those individuals who experienced more sig-
nificant losses being the least likely to display such
bias. But optimistic bias was seen to emerge several
months later.(24) In another study of individuals ex-
posed to an earthquake, subjects’ consistency in opti-
mistic bias across time was also assessed. Those hav-
ing greater levels of loss with the earthquake showed
less optimistic bias. This study also followed partici-
pants and found no emergence of optimistic bias at
five months.(27) In a reanalysis of that study along
with new data, Shepperd concluded that intervening
experience moderates optimistic bias, causing it to
destabilize for a period of time before returning.(26)

Another key question that may be addressed in a
longitudinal design is the causal relationship between
risk perception and optimistic bias. Greater levels of
risk perception are associated with lower levels of
optimistic bias, with a host of factors potentially in-
fluencing this association.(28) But does the percep-
tion of risk constitute an initial condition necessary
for the formation of optimistic bias? Or are they co-
temporaneous, or does bias influence risk percep-

tion? No studies were found that directly assessed
this question, which is explored herein. This question
might also be expanded to uniquely examine the two
components of optimistic bias: perception of risk for
self and for others. There has been work looking at
various influences on these two components,(25,29) but
none on how they might uniquely be related to risk
perception over time.

Finally, our initial data collection provided a
small set of demographic variables that have been
previously examined in relation to risk perception
and optimistic bias. We briefly examine age, sex,
education, income, and past hazard experience.

Research on how age is associated with opti-
mistic bias in health research has shown an effect but
not a directionally consistent one. Younger persons
are more biased about heart disease, older smokers
more biased about lung cancer, and younger persons
more biased about food poisoning.(30–32) Age was not
found to be a significant predictor of having an opti-
mistic bias when it came to being a victim of a do-
mestic abuse crime.(33) The findings with respect to
age and risk perception are similar: age does matter
but its role varies by context.(34,35)

Many studies show that men tend to perceive
less risk than do women.(36) But like age, the lit-
erature detailing how sex covaries with optimistic
bias has been inconsistent and, again, contextually
dependent. A study focused on sun protection in
young adults living in Australia found that females
rated skin cancer as more severe than males did.(37)

Other researchers have reported that men demon-
strate greater levels of optimistic bias regarding their
driving skills than women do, and also rate actions
such as driving without a seat belt or not making a
full stop at a stop sign as less serious than women
do.(38) But other studies in the domain of health (the
overweight among college students, diabetes among
physicians) have found no significant differences by
sex.(39,40)

In a recent article, Peterson et al. acknowledge
the lack of work on income and education and opti-
mistic bias. Their study on patients with hypertension
found a significant effect from education (more edu-
cation, more bias) but only equivocal findings from
income.(41) Income was found to be a predictor of
the related phenomenon of unrealistic optimism.(42)

Three other recent studies involving health risks all
found a positive association between educational at-
tainment and optimistic bias: higher levels of edu-
cational attainment predicted greater optimistic bias
for heart attack risk,(43) bias for breast cancer,(44) and
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lower risk perception and greater bias concerning
acute gastrointestinal illness.(45)

A number of studies on optimistic bias have
included the effect of past experience, with mixed
results depending on whether studies targeted posi-
tive or negative events and the context of experience.
Optimistic bias has been observed to increase with
personal experience for negative outcomes.(46) In
the context of experience gained through training,
greater levels of hazardous activity training (fire-
fighting, military, and skydiving) increases optimistic
bias.(47) Conversely, the majority of studies have
found (e.g., for health problems, online privacy,
computer viruses, salmonella, and automobile acci-
dents) that greater levels of personal experience with
the risk leads to lower levels of optimistic bias—or
even that optimistic bias is entirely eliminated in
the case of a significant negative experience (i.e.,
an earthquake).(48–52) A meta-review has shown
that this effect is activated by personal experience
moderating the level of individual optimism.(25)

With respect to risk perception and natural
hazards, Halpern-Felsher found that at least among
adolescents, previous experience tended to lower
perceptions of future risk.(53) Work specifically
addressing past experience with hurricanes has
shown that those with greater levels of experience
tend to have greater levels of risk perception,
greater levels of preparedness, and greater tendency
to evacuate.(54–56) In both cases (risk and bias),
and more broadly in the disasters literature, past
experience has been identified as an important
concept.(57–59) While a deceptively complicated
concept, within the present context, its mecha-
nism of effect can be viewed within the frame of
availability.(60–62) The degree to which individuals
can recall from memory any aspect of a hurricane
experience will enhance their perception of its
importance.

In summary, previous work supports the con-
tention that over the course of two years without
a major hurricane threat individuals will exhibit
greater optimistic bias and lower levels of risk per-
ception for hurricane risk in the upcoming season.
The causal relationship between risk perception and
optimistic bias has not been examined in longitudi-
nal data, so the direction of this relationship is not
predictable. Similarly, the directional relationships
between risk perception and the two elements
of optimistic bias have not been examined. And
taken together, the previous work on demographics
relevant to this investigation offers fairly equivocal

guidance concerning the direction of anticipated
relationships. This argues for the investigation of
three hypotheses and four research questions.

H1: = Respondents will perceive less risk from
hurricanes in 2008 versus 2006.

H2: = Respondents will express greater optimistic
bias for hurricanes in 2008 versus 2006.

H3: = The self and other components of optimistic
bias will increase from 2006 to 2008.

RQ1: = Is there a directional relationship between
risk perception and optimistic bias?

RQ2: = Is there a directional relationship between
risk perception and the components of
optimistic bias?

RQ3: = Which of the demographic variables predict
risk perception and optimistic bias?

RQ4: = Which of the demographic variables pre-
dict change in risk perception and optimistic
bias?

3. METHODS

3.1. Data Collection

Data collection was accomplished through a mail
survey sent to households living in 41 counties im-
mediately adjacent to the Gulf Coast. This sample
area extends from Naples, Florida to Brownsville,
Texas, with the exclusion of the area from the west
side of Mobile Bay, Alabama to Galveston, Texas.
The sample excluded the area of destruction from
Hurricanes Katrina and Rita due to the ongoing dis-
ruption in this region. It is worth noting that Hurri-
cane Ivan made landfall near the Florida-Alabama
border the previous season. The Atlantic coast was
not included in the design for two reasons: the ad-
ditional cost would have been prohibitive relative to
the likely gain in findings and, second, the symmetry
of the Gulf Coast provides a more unified meteoro-
logical and geographic domain in which to observe
proximity. The sample area, based on counties, av-
eraged 70 miles inland. This strip of land is home to
approximately 7 million people, with an average of
300 persons per square mile.

The University of Wisconsin Survey Center was
employed to execute the survey using best-response
methods that included an advance phone call, a $5 in-
centive, and appropriate follow-up mailings. A strati-
fied sample of 1,375 households was drawn by Survey
Sampling International in which 41 coastal counties
were first specified. Within each county between two
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and five zip codes were randomly selected, yielding a
total of 141 zip codes.

Within each zip code, between eight and 20
households were randomly selected, the number de-
pending on the number of zip codes per county
(some counties had only two through four zip codes).
The goal was to select at least 30 households per
county. An average of 34 households were selected
per county, with an average of 10 per zip code. The
stratified sample design was employed in order to im-
prove the spatial distribution of cases within coun-
ties. Simple random samples of county areas with
embedded population centers tend not to be spa-
tially random, but rather weighted toward the popu-
lation centers. Instructions on the questionnaire indi-
cated that any adult member of the household could
complete the questionnaire.

The survey was initiated on January 12, 2006 and
returns were collected through March 17, 2006. A to-
tal of 843 questionnaires were returned. Using Amer-
ican Association for Public Opinion Research crite-
ria, the response rate was calculated as completed
returns divided by sample points minus nonsample
cases.(63) Only seven nonsample cases were iden-
tified (deceased or noneligible adult respondent),
yielding a response rate of 61.5%. Of the 843 com-
pleted returns, nine were subsequently eliminated
because they had the tracking code removed (defeat-
ing geocoding) and 10 were eliminated because they
fell outside of the defined study area (sampling er-
rors). A final total of 824 cases were available for
analysis (60% response).

Data collection to facilitate the second wave sur-
vey was executed two years later, in January 2008. An
identical questionnaire was sent to the 824 comple-
tions from 2006. The mailing was done from the in-
vestigators’ campus, and no incentive payments were
used. From the first mailing, 128 addresses came back
as undeliverable. This provides an estimate of 16%
for two-year attrition from relocation. The second
data collection yielded a 52% adjusted response rate
to establish the panel data set of 361 cases.

Instructions on the questionnaire indicated that
the same individual who completed the previous sur-
vey should complete the second one. A question was
included to ask if the respondent recalled complet-
ing the previous survey: 73% indicated yes. We then
examined the data for match on sex and age, identi-
fying 201 cases (56%). Within this segment 87% re-
ported recall of the previous survey. We decided to
limit our analysis to these 201 cases. This involves a
tradeoff between representativeness and the neces-

sary consistency for individual-level panel data. We
chose the latter.

3.2. Measures

A set of three questions taken from Peacock
et al.(12) form a scale of hurricane risk perception,
each with a five-point response running from “very
unlikely” to “very likely” and coded such that higher
values represent less risk perception (or greater opti-
mism): How likely do you think it is that a hurricane
will prevent you or members of your household from
being able to go to work or go to your jobs during
the next hurricane season? How likely do you think
it is that a hurricane will disrupt your daily activities
during the next hurricane season? and How likely
do you think it is that a major hurricane will poten-
tially damage your home during the next hurricane
season? The items form an additive scale with good
reliability by Cronbach’s test (T1 α = 0.82, T2 α =
0.81).

A second dependent variable was created for
optimistic bias. Alternate approaches for measuring
optimistic bias have been used: the difference score
and the use of a direct measure asking subjects to
state their risk as compared to others (lesser, same,
and greater). But in the latter approach it has been
found that the estimate of risk for average others is
made based on the estimate of risk for self and rec-
ommendations have been made to discard the direct
approach in favor of the difference score.(29)

At separate places in the questionnaire, two
items asked for respondents’ estimation of the prob-
ability of a forced evacuation for others living on the
Gulf Coast and for themselves in the following hurri-
cane season, with a response scale of 0–100% in 5%
increments (again, for consistency, with risk percep-
tion coded such that high values indicate more opti-
mistic outlook). The items were: For the average in-
dividual living on the Gulf Coast, what would you say
the chances are (from 0% to 100%) that he or she will
be forced to evacuate from a major hurricane during
the next hurricane season? and What would you say
the chances are (from 0% to 100%) that you will be
forced to evacuate from a major hurricane during the
next hurricane season? Forced evacuation could be
the consequence of an emergency order or a personal
safety decision to leave. In either case it would ref-
erence a significant event. The variables are labeled
here as “Self” and “Others” for T1 and T2. To com-
pute the difference score between self and others a
simple bivariate regression was employed to create
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a residual score. These variables are labeled Bias T1

and Bias T2.
Change (or gain) variables were then calcu-

lated for both risk perception and optimistic bias.
Controversy has plagued the use of gain scores in
analyses of change, at least since a 1970 paper by
Cronbach and Furby.(64) Many studies have used
a simple arithmetic approach to compute change
from identical pretest and posttest measures (i.e.,
subtracting pre from post). Various issues are raised
by this approach, including base-rate control and
regression to the mean (indicated when pretest and
posttest scores are negatively correlated).(65) Various
researchers have advocated alternate approaches
such as residualized gain scores, first-order differ-
encing, regression modeling, polynomial regression
with surface analyses, and structural equation
modeling.(65–70) Nonetheless it is still common to
find analyses of change over time using gain scores
calculated arithmetically.(71) As we observed no
negative associations across time we elected to use
this simplest approach. These variables are labeled
�Risk and �Bias.

The survey included demographic items for sex
(female = 0, male = 1), age (date minus year of
birth as reported on the survey), annual household
income (1 = less than $10,000 through 9 = greater
than $80,000), and educational attainment (1 = less
than high school through 7 = doctorate, medical, law,
or similar). Income and education were only mea-
sured in 2006 as significant changes were not antic-
ipated. Sex and age were measured at both times to
be used to match cases.

Hurricane experience was measured using a set
of three items to indicate overall experience with
three degrees of hurricane impact: How many hur-
ricanes have you been in? How many times have you
evacuated from a hurricane? How many times have
you had property damage from a hurricane? This was
also measured only in 2006. The resulting additive in-
dex has a reliability of α = 0.51. To correct the neg-
atively skewed distribution toward normal, a square
root transformation was applied.

4. RESULTS

Analyses were done using SPSS (v. 21). Descrip-
tive statistics are reported in Table I. The sample was
65% male with an average age of 62 years (range
from 20 to 92 and approximately normal). The mean
level of educational attainment of 3.5 corresponds to
some college or technical school, although 15% of
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the sample reported completing a college degree and
14% reported completing a graduate or professional
degree. The average annual household income of 5.4
corresponds to the $40,000–$49,000 bin, with a nor-
mal distribution aside from a secondary mode in the
highest bin (15% reporting greater that $80,000). On
average, respondents report a 7 on the hurricane ex-
perience scale, which ranges from 0 to 30. The com-
ponent asking about the number of hurricanes expe-
riences has an average of 4.6 and a range from 0 to
10.

Paired t-tests were used to test hypotheses H1–
H3. The change in risk perception was significant,
indicating a more optimistic outlook (mean differ-
ence 1.31, t(200) = 6.3, p < 0.001). The first hypoth-
esis is confirmed: respondents did perceive less risk
from hurricanes in 2008 when compared to 2006. The
change in optimistic bias was not significant (mean
difference 2.43, t(200) = 1.3, p = 0.21). The second
hypothesis is not supported. However, both compo-
nents of optimistic bias did change significantly. The
estimated probably for others having to evacuate be-
came more optimistic (mean difference 9.87, t(200) =
5.2, p < 0.001), as did the estimated probability for
self (mean difference 12.30, t(200) = 6.1, p < 0.001).
Hypothesis H3 is supported.

The first research question asks if there a di-
rectional relationship between risk perception and
optimistic bias. To assess this we examine the cor-
relations in Table I to consider the cross-lagged
relationship between risk perception and optimistic
bias. The correlation between risk perception at
time 1 and optimistic bias at time 2 is significant,
but only at the relaxed alpha level of 0.10. The
correlation between optimistic bias at time 1 and risk
perception at time 2 is not significant. The difference
between the two correlations is not significant. These
results suggest a weak directional effect in which risk
perception precedes optimistic bias.

The second research question seeks to unpack-
age the components of optimistic bias, self and oth-
ers. Again, a cross-lagged correlation approach was
used. Looking at the correlations in Table I, we see
that the correlation between risk perception at time 1
and others at time 2 is 0.39 and significant, while the
correlation between others at time 1 and risk percep-
tion at time 2 is 0.31 and also significant. We also see
that the correlation between risk perception at time
1 and self at time 2 is 0.40 and significant, while the
correlation between self at time 1 and risk perception
at time 2 is 0.35 and also significant.

To further examine these associations, and test
differences across coefficients, we next used AMOS
(v. 21) to evaluate a path model such that all of the
relationships in the set of cross-lagged correlations
could be assessed simultaneously and differences in
coefficients could be tested. These results are shown
in Fig. 1. With temporal autocorrelations and within-
time correlations controlled a less equivocal result
is seen. Here the directional effects are consistent
and significant from risk perception at time 1 to the
components of optimistic bias at time 2. Paths from
self and others at time 1 to risk at time 2 are not
significant. Also the two conceptually paired differ-
ences among these paths are also significant (–0.35
and –0.10 for self; –0.31 and –0.06 for others; both
p < 0.01). While the model is measured with error,
the fit statistics are close but not strong (n = 201,
χ2

df=2 = 7.9, p = 0.012, RMSEA = 0.12, p-close =
0.07, CFI = 0.99).

To assess the third and fourth research questions
a set of multiple regressions were done. These are re-
ported in Table II. Age and past hurricane experi-
ence are consistent predictors of risk perception at
both time points, with older individuals and those
with more hurricane experience having lesser risk
perceptions (again, higher values). Age and experi-
ence are not themselves correlated. Income is only
significant at time 1, and sex only significant at time
2. If these effects differ at higher and lower levels of
risk then it would indicate that higher levels of in-
come become less predictive of lower levels of risk
as the risk increases (perhaps a “protective factor”
with a ceiling effect), and the different in risk per-
ception between men and women only manifests at
higher levels of risk.

Optimistic bias was not as well predicted by
this set of demographic variables. The only semi-
consistent predictor at both time points is age, and
then only with a relaxed alpha at time 1. At time 2
older individuals exhibit a greater optimistic bias. If
the change on age from time 1 to time 2 is accepted it
may suggest that this effect does not appear at lower
levels of optimistic bias, a floor effect.

Finally, the change variables are each only
predicted by one of the demographic variables.
Since the average value of risk perception increased
(indicating less risk) and higher values on the change
variable indicate greater movement to higher levels
the inverse association with income indicates that
those at lower income levels were most likely to
become more positive in their risk assessments.
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Self T1 

Others T1 

Self T2 

Others T2 

Risk T1 Risk T2 .48

-.57 -.65 -.68 -.64

.72
.64

.14
.14

-.10 ns

-.34
-.31

-.06 ns
Fig. 1. Confirmatory structural model of
cross-lagged effects between risk and
bias elements. All standardized coeffi-
cients significant p < 0.05 unless indi-
cated (ns). Lagged coefficients in bold-
face. Model fit: n = 201, χ2

df = 2 = 7.9, p
= 0.012, RMSEA = 0.12, p-close = 0.07,
CFI = 0.99.

Table II. Regression Models Predicting Risk Perception, Optimistic Bias, and Their Change (N = 201)

DV/IVs β t(195) p adjR2 F(5, 195) p DV/IVs β t(195) p adjR2 F(5, 195) p

Risk T1 0.16 8.4 <0.01 Bias T1 0.02 1.9 0.095
Sex (male) −0.06 −0.9 0.37 Sex (male) 0.08 1.0 0.29
Age −0.24 −3.6 <0.01 Age 0.13 1.8 0.08
Income −0.21 −2.8 <0.01 Income −0.03 −0.4 0.68
Education 0.01 0.2 0.86 Education 0.07 0.9 0.34
Experience 0.26 3.9 <0.01 Experience −0.12 −1.7 0.09

Risk T2 0.09 5.1 <0.01 Bias T2 0.03 2.2 0.056
Sex (male) −0.17 −2.5 <0.05 Sex (male) 0.01 0.1 0.90
Age −0.22 −3.2 <0.01 Age 0.22 3.1 <0.01
Income −0.02 −0.3 0.79 Income −0.02 −0.2 0.81
Education −0.04 −0.5 0.62 Education 0.04 0.05 0.64
Experience 0.15 2.2 <0.05 Experience 0.07 1.0 0.32

�Risk 0.02 1.9 0.09 �Bias 0.01 1.1 0.38
Sex (male) −0.09 −1.4 0.18 Sex (male) −0.05 0.49
Age 0.03 0.5 0.63 Age 0.07 0.33
Income 0.19 2.4 <0.05 Income 0.01 0.89
Education −0.05 −0.6 0.55 Education −0.03 0.72
Experience −0.12 −1.7 0.09 Experience 0.15 <0.05

For change in optimistic bias, the same directional
interpretation applies. So the positive association
with hurricane experience indicates that those with
the greatest levels of past experience were most
likely to becomes more optimistically biased.

5. DISCUSSION

While aspects of this study impose important
limitations (discussed below), several of the find-
ings nonetheless offer unique contributions to the ex-
pansive literatures on risk perception and optimistic

bias, and suggest potentially interesting avenues for
further investigation. Other results support previous
findings.

First, the change in risk perception is consis-
tent with previous studies looking at natural disasters
more generally (e.g., earthquakes), consistent with
the more recent work on hurricanes by Baker et al.,
and consistent with the anecdotal expectations dis-
cussed in Section 1. The lessening of risk percep-
tion for hurricanes over a quiet two-year period fol-
lowing a highly destructive season implies a relaxing
of concern in the absence of an immediate threat.
This shift was reasonably strong as well. For the
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t-value of 6.3 with 200 df Cohen’s d = 0.89 and r =
0.41, both approaching or within bounds considered
to be strong effects.(72) Given that this shift was ob-
served in a panel design and is well outside of the
bounds of random effect, this finding offers an im-
portant observation that may inform future studies
of changes in hazards risk perception.

The findings on change in optimistic bias are di-
rectionally similar to risk perception albeit not as
strong. This is also consistent with some past stud-
ies of optimistic bias. The studies reviewed above
by Burger and by Sheppard showed optimistic bias
returning slowly. Given that hurricane season is an
annual phenomenon two years may have not yet
provided sufficient reinforcement for optimistic bias,
which was shown in other studies (especially those in
a health context) to be relatively stable.

Interestingly, the directional changes in the com-
ponents of optimistic bias were significant and strong
(similar effect sizes as for risk perception). This
seems to point to a challenge in using difference
scores longitudinally. As the computation of opti-
mistic bias at both time points inevitably yields a
distribution around a mean that is close to zero a
significant t-test would require a concomitant nar-
row distribution and/or a larger N. The computa-
tion makes the effect more difficult to detect, and
the analysis embodies difficulties from both differ-
ence and gain scores. Alternately, change in opti-
mistic bias might be best assessed using the direct
measurement approach, despite the problems that
have been identified there. Optimally, attention may
be turned toward development of a better measure-
ment approach for optimistic bias, especially for use
in longitudinal work.

The finding on the longitudinal effect between
risk perception and optimistic bias is the most unique
contribution of this study. The simple cross-lagged
correlations between the four computed variables
provide only marginal support for the finding that
risk perception affects optimistic bias. But with the
unpackaging of the components of optimistic bias the
effect is more pronounced. This, of course, seems to
also be a difficulty flowing from the manner of calcu-
lating optimistic bias in that the mean of the differ-
ence variable inherently draws toward zero. No pre-
vious work was found to suggest this directionality of
effect. But one might consider that risk perception
should precede optimistic bias as it is necessary to
form that judgment before it is possible to evaluate
how it might differentially apply to self versus other.

This finding clearly suggests an avenue for further
investigation.

The results with the demographic variables are
mixed but offer some useful insight. The effect of past
experience reducing risk perception is not consistent
with the previous studies on hurricanes. It is possible
that those in this sample with greater levels of expe-
rience are also among those most prepared, although
preparedness was not assessed. This may hold as well
with the effect of experience on change in optimistic
bias. At first glance one might suspect that the ef-
fect of age on risk perception is associated with ex-
perience, but the two are not correlated. Coastal ar-
eas are popular for retirement, so people may move
there in their later years with little or no hurricane
experience. Thus the association of greater age and
lower risk perception may be a more general phe-
nomenon, as has been seen in some previous stud-
ies. That age is also a significant predictor of opti-
mistic bias (provisionally at time 1) may underscore
this possibility.

Probably the most intriguing finding with the de-
mographic variables is that described above for in-
come and risk perception. To further underscore the
possibility that propensity to change in risk percep-
tion may be conditioned on income level we split in-
come at the mean and ran a t-test on change in risk
perception. The mean change value for the low in-
come group (1.76) was significantly higher than for
the high income group (0.72) (t = 2.5, df = 199, p <

0.05). So only those in the lower levels of income be-
came markedly more positive toward hurricane risk.
Given the many factors that are associated with in-
come, it is difficult to speculate on a mechanism for
this. But given the higher levels of vulnerability often
associated with lower income, this may merit further
investigation.

These findings, of course, must be considered
in light of the several limitations of this study. This
follow-up investigation was not planned at the time
of the first study, so the inclusion of variables that
might have been more robust in predicting change
was not considered. The use of a more purposive
tracking mechanism to link individual responses was
also not optimal for this reason. Although the match-
ing used here is held to be strong, it ended up re-
ducing sample size and potentially affecting the rep-
resentativeness of the data in ways that cannot be
directly assessed here.

Measurement of risk perception is not optimal.
Current theory and a good body of work supports
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an approach to employ a dual-process model of risk
perception to assess cognitive and affective factors
uniquely. We had a preference for a previously used
measure specific to hurricanes at the time as the first
project was a rapid response in the wake of Hurri-
cane Katrina. Developing our own measure at the
time was infeasible.

Measurement challenges with optimistic bias
were discussed above, and this poses a more general
problem that deserves future attention. With respect
to optimistic bias as a concept in this study, a unique
issue is that the focus of the risk target for the op-
timistic bias measures differs from that of the risk
perception measure, a more controllable damage or
harm outlook versus a less controllable forced evac-
uation. Nonetheless, the measure of optimistic bias
is relevant to hurricane outlook, and the two mea-
sures are significantly correlated within the two time
periods.

Some debate has been presented recently con-
cerning optimistic bias being more of a statistical ar-
tifact than an actual phenomenon. Harris and Hahn
offer such a criticism and identify scale attenuation
(e.g., using a 1–7 level response for a continuous
phenomenon), minority undersampling (absence of
classes of individual more likely to suffer from the
hazard, e.g., a disease), and base rate regression (in-
dividual over- and underestimation of actual rates
with error tending toward the mean).(73) They also
point out that these issues are exacerbated when
dealing with relatively rare occurrences (e.g., lung
cancer).

On the first two points, this study is not strongly
affected. We used a response scale allowing for 5%
increments so scale attenuation is less of a problem.
Since we were investigating a natural hazard that oc-
curs on geographic scales and sampled within such
a scale, no high-risk subpopulations were excluded.
We are also investigating a hazard that is not espe-
cially rare. In terms of base rate regression, we agree
with the more recent view on the matter that has
been offered by Shepperd et al. In a response to Har-
ris and Hahn they argue that base rate regression
should not be seen as an artifact: “Rather, it should
be viewed merely as one of many explanations for the
finding that people can believe that they are at lower
risk than their peers.”(74 p. 401)

The final analysis using structural modeling is es-
sentially a path analysis because no latent measures
were used. This approach does have the advantage of
offering an assessment of overall model fit. The fit in-
dices for this analysis are marginal, or as is typically

said “close.” Given that the set of correlations are
fairly strong, an important contributor to the models
marginal degree of fit likely resides in the measures
used.

Finally, the design of this study does not sup-
port a formal argument for causality. While the cross-
lagged analysis indicates a time-forward association
between risk perception and optimistic bias, and not
vice versa, it is not possible to eliminate the possi-
ble effects of other plausibly important unobserved
variables. We do believe, however, that this finding
is sufficient to motivate further investigation into the
possible casual association.

Turning to implications for practice, two find-
ings from this study might inform efforts in the do-
mains of risk communication and emergency plan-
ning. First, if greater levels of past experience re-
duce risk perception and optimistic bias this might
add credence to the concerns expressed in Section 1
regarding complacency. If concern falls over a qui-
escent period even among those with greater expe-
rience more attention may be need for reinforcing
messages and preparedness campaigns. If those with
less experience have greater levels of concern then
this may also offer an avenue for promotion of pre-
paredness, perhaps especially among newly arrived
retirees.

Second, this study demonstrates clearly that,
over time, levels of risk perception for hurricanes can
change—even in the aftermath of a devastating hur-
ricane season. While the design of this study does not
support a strong causal conclusion that it is quies-
cence that leads to lessening risk perception, it is a
plausible argument. This study did not assess any el-
ements of preparedness, so the proposition on com-
placency is indirect. Nonetheless, this finding could
certainly be used to support the need for enhanced
preparedness messages and other efforts as areas go
for longer periods without a hurricane. Furthermore,
even when areas have been struck by major disasters,
emergency planners should not assume that compla-
cency will not set in soon (i.e., within a one- to three-
year time span) after the event.
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